[image: image1.png]



[image: image5.emf]cmp Red Force Data CM Overall

Red Force Data CM

TMSE_CDSA

RFD_WS-

MGMT_BATCH

ASAP_CDSA

ehCacheSync

TMSE_JMS

CDSA HTML View

ASAP CP

ASAP_CDSA

TMSE CP

ehCacheSync

M2M_Messaging

TMSE_CDSA

TMSE_JMS

UDDI_Inquiry

CDSA HTML View

SOAF::

Messaging CP

Callback_WS

M2M_Messaging

SOAF::Service 

Discovery CP

UDDI

Security 

Services::

Security 

Enforcement 

Services

«use»

«use»

«use»

«use»




[image: image6.emf]cmp Red Force Data CM Overall

Red Force Data CM

TMSE_CDSA

RFD_WS-

MGMT_BATCH

ASAP_CDSA

ehCacheSync

TMSE_JMS

CDSA HTML View

ASAP CP

ASAP_CDSA

TMSE CP

ehCacheSync

M2M_Messaging

TMSE_CDSA

TMSE_JMS

UDDI_Inquiry

CDSA HTML View

SOAF::

Messaging CP

Callback_WS

M2M_Messaging

SOAF::Service 

Discovery CP

UDDI

Security 

Services::

Security 

Enforcement 

Services

«use»

«use»

«use»

«use»


Net-Enabled Command Capability

Increment 1

Software Design Description
for

Red Force Data Capability Module

2.0.0.0
9/19/2008
Prepared by:
Net-Enabled Command Capability

Joint Program Management Office (JPMO)

P.O. Box 4502

Arlington, VA 22204-4502
In Collaboration with the NECC Component Program Manager's for Navy, Air Force, Army, Marine Corps, USJFCOM and DISA.
DISTRIBUTION – Distribution authorized to DoD and DoD Contractors only; for administrative/operational use (July 2008).  Other requests for this document shall be referred to the NECC Program Management Office.

DESTRUCTION NOTICE – For unclassified, limited documents, destroy by any method that will prevent disclosure of contents or reconstruction of the document.
Approval Page

	Submitted by 
	
	Date:
	

	
	<Capability Module Developer>
	
	

	Concurrence:
	
	Date:
	

	
	Defense Information Systems Agency (DISA)
	
	

	Approved by:
	
	Date:
	

	
	Defense Information Systems Agency (DISA)


	
	


Revision History

	Revision Number
	Reviewer /

Org
	Changes
	Revision Date
	Date Entered
	Name of Person Entering Change

	1.0 Draft
	
	First Draft 
	7/18/2008
	7/18/2008
	M. Beauregard

	2.0 Draft
	
	Second Draft
	9/19/2008
	9/19/2008
	M. Beauregard

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Executive Summary
The Red Force Data Capability Module provides the ability for other capability modules and presentation components to access hostile (Red) force information of all types.

This capability is provided through a set of services that make the data managed by the standard Tactical Management System (TMS) supplied by GCCS-J available to NECC client applications via web services. This solution provides a Context Data Source Adapter (CDSA)-compliant interface to the TMS track data, which allows clients to request, subscribe to, and edit, the track data managed by the TMS. 
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1 Scope

1.1 Identification

This Software Design Description (SDD) document describes the software implementation of The Red Force Data (RFD) Capability Module, version 2.0.0.0.  The requirements traceability matrix contained in section 4 of this document traces system requirements to the operations that implement each requirement.  Each requirement is mapped to one or more operations listed in Section 3, External Interfaces. Further decomposition of the services provided in the capability packages are presented in the data flow discussions in section 2.4 of this document.
Table 1.1 contains identification information for this capability module.

	CM Official Name:
	Red Force Data Capability Module

	CM Acronym:
	RFD

	Version Number:
	SA-RFD-TMSE-2.0.0.0

	Increment Number:
	1

	Spiral Number:
	2

	Material Provider Name/Address
	Northrop Grumman Space and Mission Systems Corp.

2340 Dulles Corner Blvd.

Herndon, VA 20171


Table 1.1 Capability Module Identification
1.2 System Overview

The Red Force Data Capability Module was developed by Northrop Grumman Space and Mission Systems Corporation for the Defense Information Systems Agency (DISA) Net-Enabled Command Capability (NECC) Component Program Management Office (CPMO).
This Capability Module is delivered as a single capability package (CP) contained within a single virtual machine (VM). This CM requires BEA WebLogic 9.2 and Windows Server 2003 to support it within its VM. 

All data communications between servers are conducted over SSL encrypted links. All servers’ credentials are registered with the Local Registration Authority. All user sessions are established using username and password. Authorization to access system resources is provided based on the session user and group permissions. There are no direct user interactions between a user and this CM. User access is determined at a higher level in the application stack is not a factor in the security of this CM. What is a significant factor for this CM is that the client logic (Association Management CM) is validated based on the Servers security certificate and its related PKI key set. This certificate is registered with the Local Registration Authority (LRA) which is a trusted authority.
The following sections describe each of the CPs within the RFD CM. These descriptions further decompose the CM’s functionality provided in each CP. Figure 1 in Section 2.3 provides a UML diagram that depicts the relationship of the various CPs within the RFD CM.
1.2.1 Messaging Capability Package
The Messaging Capability Package supplies the infrastructure necessary to allow components to publish and subscribe to content channels as well as deliver user alerts by providing an implementation of the WS-Messaging and WS-Eventing specifications. Components may also access JMS (Java Messaging Service) directly for communication.
This capability is contained in this single CP to allow it to be easily replaced by NCES (Net Centric Enterprise Services) capabilities in the future.

1.2.2 Discovery Capability Package

The Discovery Service CP is implemented using a UDDI (Universal Description, Discovery and Integration) server. It provides a central repository for storing service descriptions including WSDL (Web Services Description Language) files for use during development, as well as providing service endpoint information at runtime. This functionality is provided by the UDDI Server that is part of WebLogic 9.2.

1.2.3 TMSE Capability package

TMSE provides a Context Data Source Adapter (CDSA)-compliant interface to the TMS track data, which allows clients to request, subscribe to, and edit, the track data managed by the TMS. If this CM were not available, the Association Management Capability Module would have no access to TMS or ASAP data. 

The TMSE CP of the RFD CM communicates with GCCS-J to acquire TMS-managed data. The Red Force Data CM communicates with the Association Management CM to process operational context definitions and subscription requests, and to publish XML track data payloads. 
1.3 Document Overview
This document conforms to the NECC Software Design Description template.  It describes the Red Force Data CM architecture and design. 

Section 1 contains overview information.  Section 2 describes the design approach and architecture.  Section 3 defines the external interfaces and Section 4 provides traceability for the design back to the requirements.
Copyright © 2008 Northrop Grumman Space & Mission Systems Corp.  All rights reserved.  This software and technical documentation were developed under U.S. Government Contract No. DCA200-02-D-5010-0225, and therefore the U.S. Government is granted a copyright license to this software and technical documentation for U.S. Government purposes.
1.4 Referenced Documents

1. NECC Increment 1 Information Assurance (IA) Architecture v0.9.3, 2 July 2007
2. NECC User Management Design Document.

3. NECC Interface Design Description for RFD Version 2.0.0.3 August 15 2008

4. Context Data Source Adapter Specification Version 2.0 November 2nd 2007
5. Capability Module Specification : Red Force Data Spiral 2 August 14 2008
2 Software Design
This section describes the high level design of the RFD CM beginning with the overall system use cases and the derived use cases for the each sub-system. Each service is described and associated with the use cases they support.

An overview of the logical and physical architectures is provided, along with descriptions of how the various components interact with each other to satisfy the use cases.

2.1 Use Case Analysis 
This section lists the use cases associated with the RFD CM by title and use case ID. Refer to the individual use case documents identified by the use case ID for diagrams and details. Table 2.1, RFD Use Cases identifies the current use cases for this CM.
	Use Case Name
	Use Case ID

	Configure SSA View
	UC04 

	Configure SSA View May Layer
	UC04.1 

	Configure SSA View Track Layer
	UC04.2 

	Configure SSA View Imagery Layer
	UC04.3 

	Configure SSA View Data Layer
	UC04.4 

	 Configure SSA View Track-Related Data Layer
	UC04.4.1

	 Configure SSA View non-Track-related data layer
	UC04.4.2

	Create Modify Overlays
	UC05 

	 Manage Tracks
	UC06

	Create Tracks
	UC06.1 

	 Integrate Track Feed
	UC06.1.1

	Manually Create Track
	UC06.1.2 

	Edit Tracks
	UC06.2.1 

	Modify Tracks
	UC06.2 

	Analyze SSA
	UC07 

	Analyze Tracks
	UC07.1 

	Analyze Blue Force Situation
	UC07.2 

	View History
	UC08 

	View Track History
	UC08.1 

	View Data History
	UC08.2 

	Manage Enterprise Data Sources 
	UC09 

	Discover Data Sources 
	UC09.1 

	Configure Enterprise Data Sources 
	UC09.2 

	Configure Imagery Feed
	UC09.2.1 

	Configure Streaming Track Feeds
	UC09.2.2 

	Configure Other Data Feeds
	UC09.2.3 

	Publish Data to Enterprise
	UC09.3 

	Publish Track Feed
	UC09.3.1 

	Publish SSA View
	UC09.3.2 

	Maintain Data 
	UC09.4 

	Maintain Local Data Cache 
	UC09.4.1 

	Operations 
	UC09.6 Set DIL 


Table 2.1 RFD Use Cases
2.2 Service Description

Table 2.2 lists the services available in the RFD CM along with a brief description and the use cases associated with the service. See Section 3 for a breakdown of the individual interfaces exposed for each service.
	Services
	Description
	Use Cases Supported

	Red Force Data -Current
	This service provides exposed interfaces to access and manage current red force data.
	· UC04 – Configure SSA View
· UC04.1 –Configure SSA View Map Layer
· UC04.2 – Configure SSA Track Layer

· UC06  Manage Tracks

· UC6.1 Create Tracks

· UC6.1.1 Integrate Track Feed

· UC06.1.2 Manually Create Tracks

· UC06.2.1 Edit Tracks
· UC06.2 Modify Tracks

· UC07 Analyze SSA

· UC07.1 Analyze Tracks

· UC09.2.2 Configure Streaming Track Feed
· UC09.3 Publish Data to the Enterprise

· UC09.3.1 Publish a Track Feed

· UC09.3.2 Publish SAA view

	Red Force Data – Historical (Not supported  in Spiral 2)
	This service provides exposed interfaces to access and manage historical red force data.
	· UC04 – Configure SSA View

· UC04.1 –Configure SSA View Map Layer

· UC04.2 – Configure SSA Track Layer

· UC06 Manage Tracks

· UC6.1 Create Tracks

· UC6.1.1 Integrate Track Feed

· UC06.1.2 Manually Create Tracks

· UC06.2.1 Edit Tracks
· UC06.2 Modify Tracks

· UC07 Analyze SSA

· UC07.1 Analyze Tracks

· UC08 View History

· UC08.1 View Track History

· UC08.2 View Data History
· UC09.2.3 Configure Other Data Feeds

· UC09.3 Publish Data to the Enterprise

· UC09.3.1 Publish a Track Feed

· UC09.3.2 Publish SAA view


	Red Force Data – Projected
(Not supported in Spiral 2)
	This service provides exposed interfaces to access and manage projected red force data.
	· UC04 – Configure SSA View

· UC04.1 –Configure SSA View Map Layer

· UC04.2 – Configure SSA Track Layer
· UC06.1.2 Manually Create Tracks

· UC06.2.1 Edit Tracks

· UC06.2 Modify Tracks

· UC07 Analyze SSA

· UC07.1 Analyze Tracks

· UC09.3 Publish Data to the Enterprise

· UC09.3.1 Publish a Track Feed
· UC09.3.2 Publish SAA view

	Red Force- Overlay
	This service provides exposed interfaces to access and manage red force Overlays
	· UC04 – Configure SSA View

· UC04.1 –Configure SSA View Map Layer

· UC04.2 – Configure SSA Track Layer
· UC04.3  Configure SSA View Imagery Layer

· UC05 Create/Modify Overlays

· UC07 Analyze SSA

· UC09.2.1 Configure Imagery Feeds

	Red Force - Metadata
	This service provides exposed interfaces to read Red Force Metadata
	· UC04 – Configure SSA View
· UC04.1 –Configure SSA View Map Layer

· UC04.2 – Configure SSA Track Layer

· UC04.4 Configure SSA View Data layer

· UC04.4.1 Configure SSA View Track-related Data layer

· UC04.4.2 Configure SSA View non-Track-related Data Layer

· UC07 Analyze SSA

· UC08 View History

· UC08.2 View Data History

· 


Table 2.2 Mapping Services to Use Cases
2.3 Logical Architecture Diagram
Figure 2.1 shows the Capability Packages (CP) that are included within the RFD CM. The interfaces shared by the RFD CPs are contained within the CM box. The interfaces which are provided by the RFD CM to external CMs are colored bold blue and extend to the perimeter of the CM boundary. Those interfaces are the subject of Section 3 External Interfaces.

2Figure .1 Logical Architecture
2.4 Dynamic Analysis
The data flow path between an external system and the Red Force Data TMSE component is a data connection to an external system and may traverse the SIPRnet. The other data flows between RFD and AM CMs may traverse the local network between NECC host processors or the SIPRnet depending on network topology.
TMSEP is an executable that establishes communications with the TMSE module and negotiates the transfer of TMS data to the Red Force Data CM by using a encrypted binary data stream of a Proprietary format. TMSEP converts each received communication and converts the binary into Plain Old Java Objects (POJO) and passes them to TMSEC.

TMSEC is a set of CDSA-compliant services through which client applications (AM: C2CS) subscribe to data, make enumeration requests, and define filter constraints. It receives the POJOs containing track data from TMSEP and publishes the data to topics maintained by the WS-EVENTING services provided by the Messaging CP of the Association Management CM. The C2CS CP receives the track data via data events from the Messaging CP. 

TMSEC submits enumeration requests via TMESP to TMSE, which are used to request a snap shot of all current track data constrained by the active filters. This is a synchronous service request whose response will be a set of data describing all the filtered tracks.
The sequence diagram in Figure 2.2 depicts the interactions involved in a “current track” scenario. In the first step, a track producer is shown creating a new track using the create operation.  
In the second step, a consumer (Sync Consumer) prepares to receive red force tracks by first obtaining a snapshot of existing tracks. The client begins by creating a context using the create operation exposed in the TMSE_CDSA interface. This operation takes three arguments;
· Active – a Boolean value setting the context active or inactive
· Dialect - Used to describe the filter dialect which includes XPath 1.0, XPath 2.0 and OGC.

· Filter expression – The actual expression used to define the context, expressed using the specification contained in the Dialect argument.

A context UUID is returned to the client and is used to identify the newly created context in subsequent interactions.
 To receive the initial snapshot, the client will call the enumerate operation to receive an enumeration context, and then repeatedly pull all existing tracks using the pull operation.
In the third step, Sync Consumer sets up a subscription that will send all events for new tracks and track updates to the async consumer. This is achieved using the subscribe operation. The notifyTo argument of the subscribe operation provides the endpoint to the async consumer.
As track updates become available from the op-context, they are updated in the TMSEC CP using the put operation. Not shown in that portion of the sequence diagram is the fact that new tracks can also be added using the create operation. The incoming tracks are published to the async consumer using the WS-Eventing callback interface that is required to be exposed on the subscriber. In the final step, the consumer that initially set up the subscription uses the unsubscribe operation to cancel the subscription.
The final steps show that the subscription can optionally be renewed if the expiration date/time is approaching using the renew operation. 
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Figure 2.2 Current Red Force Tracks
2.5 Physical Architecture Diagram
Figure 2.3 depicts a UML deployment diagram for the RFD CM. This is representative of a suggested solution as individual sites may opt to deploy components differently based on available resources. It is not necessary that all the virtual machines shown in the deployment diagram be deployed on the same physical hardware.

Server virtualization is achieved using a COTS hypervisor running on the server hardware. There is currently a separate VM (Virtual Machine) for UDDI and another for Messaging. These have been separated out so that no other VMs are impacted when these services are replaced with those provided by NCES (Net Centric Enterprise Services).

Note: NECS is a DoD program managed by DISA that provides IT infrastructure for net centric systems.
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Figure 2.3 Physical Architecture
2.6 Information Assurance/Security
Security and information assurance for NECC is managed by the User Management (UM) CM which provides authentication and authorization services. A variety of security mechanisms are used to cover the various methods of data access and communication. For in depth information that goes beyond the overview provided here please refer to the UM documentation.

The RFD CM makes use of DoD Public Key Infrastructure (PKI) by using public key certificates as the primary means to identify users. This is the method used throughout all of NECC. As part of this solution, certificates are installed on each virtual machine that hosts a CP to enable the digital signing of messages and machine to machine authentication through the use of the Transport Layer Security (TLS) protocol.

Web Service security follows NCES guidelines by using digitally-signed SOAP messages containing user identity as well as other security information in a Security Assertion Markup Language (SAML) assertion contained in the message header, allowing the users identity to pass through a chain of web services. 

2.7 Design Issues and Notes
<TBD>
3 External Interfaces

This section describes all interfaces provided by the Red Force Data CM with a brief description of the operations provided in the following subsections. These subsections are referenced in the requirements traceability matrix found in Table 5, providing a mapping from requirements to functionality.
This CM maintains a single external data connection to GCCS-J through which, it receives a stream of TMS data. This is a JMS server that is used for private communications with the TMSES logic executing on the legacy TMS.  This is an implementation detail described here to provide a complete listing of interfaces; however it is not relevant to the CM specification service requirements.

The individual interfaces provided by each service in the Red Force Data CM are summarized in Table 3.1. The Specification Interfaces and Implementation Interface columns are used to map the interface name used in the specification to the name of the interface in the RFD CM that implements that functionality.  The interfaces are described in detail in the following sections.

	Service
	Specification Interfaces
	Implementation Interface

	Red Force Current
	

	
	Create Red Force Data
	CDSA 2.0

	
	Read Current Red Force Data
	CDSA 2.0

	
	Update Current Red Force Data
	CDSA 2.0

	
	Delete Current Red Force Data
	CDSA 2.0

	
	Query Current Red Force Data
	CDSA 2.0

	
	Subscribe to Current Red Force Data
	CDSA 2.0

	
	Present Current Red Force Data
	CDSA 2.0 View

	Red Force Data Historical 

(Not Supported in Spiral 2)
	 

	
	Read Historical Red Force Data
	

	
	Query Historical Red Force Data
	

	
	Present Historical Red Force Data
	

	Red Force Data Projected 

(Not Supported in Spiral 2)
	

	
	Read Projected Red Force Data
	

	
	Query Projected Red Force Data
	

	
	Present Projected Red Force Data
	

	Red Force Overlay
	

	
	Create Overlay
	CDSA 2.0

	
	Read  Overlay
	CDSA 2.0

	
	Update  Overlay
	CDSA 2.0

	
	Delete  Overlay
	CDSA 2.0

	
	Query  Overlay
	CDSA 2.0

	
	Subscribe to  Overlay Data
	CDSA 2.0

	
	Present  Overlay
	CDSA 2.0 View

	Red Force Metadata
	

	
	Create Red Force Meta Data
	CDSA 2.0

	
	Read Current Red Force  Meta Data
	CDSA 2.0

	
	Update Current Red Force  Meta Data
	CDSA 2.0

	
	Delete Current Red Force  Meta Data
	CDSA 2.0

	
	Query Current Red Force  Meta Data
	CDSA 2.0

	
	Subscribe to Current Red Force  Meta Data
	CDSA 2.0

	
	Present Current Red Force  Meta Data
	CDSA 2.0 View


Table 3.1 External Interfaces
3.1 Interface Implementation
All non-presentation interfaces listed in Table 3.1 are implemented using a Context Data Source Adapter (CDSA). The CDSA is a data access service layer built on-top of the WS-Management, WS-Enumeration, WS-Eventing, WS-Transfer, WS-Addressing specifications that together implement the following methods for data access:
· CRUD Operations (Create, Read, Update and Delete)

· Query/Response Iterations

· Asynchronous Publish/Subscribe

The implementation descriptions in the following sections are used to provide requirements traceability. Please refer to the Interface design Description for Red Force Data Capability Module, and the Context Data Source Adapter Specification Version 2.0 for in depth implementation details.
3.2 CDSA 2.0

This interface is provided to satisfy the requirements for Red Force Current, Red Force Overlay and Red Force Metadata Services defined in the Capability Module Specification, Red Force Data Spiral 2 document.
The Context Data Source Adapter (CDSA) specification builds on top of Web Service (WS)-Management as a means for providing a set of standardized web service interfaces to manage net-centric data resources in context.  

A Context is a persistent filter that can be named and then referenced in other WS-Management actions such as in enumeration and eventing. It consists of XML-based filtering criteria that are applied to a given set of entities resulting in a subset of that given set of entities. These filtering criteria are based on XPath 2.0, XQuery 1.0, or OGC Filter Encoding.  This provides a mechanism to support long running sessions between CDSA producers and consumers without having to pass the contextual information with each call.  

A CDSA is self-describing by using the WS-Metadata Exchange specification.  This allows the CDSA to return its Web Services Description Language (WSDL) and its Capabilities as metadata through a standardized web service interface. The capabilities are expressed as a DDMS record that contains information such as what data models and filters the CDSA supports.  A client to the CDSA can then use this information to form its context filter and shape the types of transactions it performs with the CDSA. Figure 3.1 shows a UML diagram for the CDSA.
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Figure 3.1 CDSA
3.2.1 Create

This web service operation is an implementation of the Create operation from the WS-Transfer specification and is used to allocate a new resource that is initialized with the data provided in the call. The endpoint reference is returned in the response message.

3.2.2 Put

The Put web service operation is an implementation of the WS-Transfer Put operation. It provides the ability to update data by providing a replacement representation.  The response will be a success message if the operation succeeded, or, in the case of an error, one of the standard fault codes defined in WS-Addressing. 
3.2.3 Get

The Get web service operation is used to retrieve data from a CDSA. It implements the WS-Transfer Get operation and is used to retrieve a one time snapshot of the desired data.

3.2.4 Delete

The Delete web service operation is an implementation of the WS-Transfer Delete operation and is used to delete data. In the case of an error, one of the standard fault codes defined in WS-Addressing. 
3.2.5 Enumerate

The Enumerate operation supports the establishment of an enumeration context from a data source that represents a logical cursor through a sequence of data items. The consumer passes that context back to the data source as part of the Pull operation in one or a sequence of SOAP messages. It is an implementation of the WS-Enum specification Enumerate operation.

3.2.6 Pull

The Pull operation is used to request a sequence of XML elements in the context of the supplied enumeration (See section 3.2.5 .Enumerate).  Each successive Pull request returns the next n elements from the sequence. When the last element in the enumeration context expires, the enumeration context becomes invalid. This operation is an implementation of the WS-Enum specification Pull operation.

3.2.7 Renew
The Renew operation allows a subscriber to update the expiration for a subscription. The request parameter can be either a date/time or a duration value. The Renew operation is an implementation of the WS-Eventing specifications Renew operation.

3.2.8 Release

The Release operation is an implementation of the WS-Enum specification’s Release operation. Calling the Release operation allows the consumer to release a particular enumeration context, causing the context to become invalid and allowing the CDSA to free up resources allocated to that particular enumeration.
3.2.9 Subscribe

The Subscribe operation is an implementation of the WS-Eventing Specification’s Subscribe operation and is used to subscribe to data begin published by a data source. The request provides subscription request parameters shown in table 3.2.
	Subscription Parameter
	Description

	EndTo
	The endpoint that should receive a SubscriptionEnd message if the subscription is terminated unexpectedly.

	Delivery Mode
	The delivery mode used for messages sent for this subscription. The default is Push Mode.

	Expires
	Requested expiration time. If this parameter is not present, the request is for an indefinite period of time, and can be terminated using an Unsubscribe request. ( See section 3.1.11)

	Filter Dialect
	Used to indicate the type of filtering. The CDSA supports XPath 2.0, XQuery 1.0 and OGC Filter Encoding.


Table 3.2 Subscription Parameters
3.2.10 Unsubscribe

The subscriber uses the Unsubscribe operation to terminate a subscription. This operation should be used if the initial subscription was set up for an undetermined length of time, or as a way to conserve resources at the publisher if the data being published is no longer needed before the expiration time initially set in the subscription.
3.3 CDSA View

This interface is provided to satisfy the requirements for Red Force Current, Red Force Overlay and Red Force Metadata Services defined in the Capability Module Specification, Red Force Data Spiral 2 document.
A general purpose CDSA web page is deployed as part of the RFD CM. The web page is able to invoke the functions of the CDSA (Get, Enumerate, and Subscribe) and display XML representation of Track and Overlay data out of the RFD CM.

4 Requirements Traceability

Table 4.1 lists the requirements for the UDOP CM. Backwards traceability is provided using the “CDP Req. Trace” column. Forward traceability is provided by the Forward Traceability column, which lists the section in this document that contains design details that satisfy the particular requirement it is associated with. Currently, some requirements are not met. There are also requirements contained in Table 6 that are in the process of being further clarified.

	System Requirement 
	Red Force Ground CM Requirement Description
	CDP Req Trace
	Service
	Forward Traceability

	1
	The Red Force Data CM shall provide the capability to access hostile (land, maritime, air, and space) entities derived from raw and/or processed MASINT data.
	4.1.05.1
	CDSA 2.0
	3..2.3 Get

3.2.5 Enumerate

3.2.6 Pull

3.2.9 Subscribe

	2
	The Red Force Data CM shall provide the capability to access hostile (land, maritime, air, and space) entities derived from raw and/or processed SIGINT data
	4.1.05.1
	CDSA 2.0
	3.2.3 Get

3.2.5 Enumerate

3.2.6 Pull

3.2.9.Subscribe

	3
	The Red Force Data CM shall provide the capability to access hostile (land, maritime, air, and space) entities derived from raw and/or processed HUMINT data 
	4.1.05.1
	CDSA 2.0
	3.2.3.Get

3.2.5.Enumerate

3.2.6 Pull

3.2.9 Subscribe

	4
	The Red Force Data CM shall provide the capability to access hostile (land, maritime, air, and space) entities derived from raw and/or processed unattended ground station data
	4.1.05.1
	CDSA 2.0
	3.2.3 Get

3.2.5 Enumerate

3.2.6 Pull

3.2.9 Subscribe

	5
	The Red Force CM shall provide the capability to provide an html or xhtml display of hostile,  (land, maritime, air, and space) entities derived from raw and/or processed MASINT data.
	4.1.05.2
	CDSA 2.0
	3.3.1 CDSA VIEW

	6
	The Red Force CM shall provide the capability to provide an html or xhtml display of hostile, (land, maritime, air, and space) entities derived from raw and/or processed  SIGINT data.
	4.1.05.2
	CDSA 2.0
	3.3.1 CDSA VIEW

	7
	The Red Force CM shall provide the capability to provide an html or xhtml display of hostile, (land, maritime, air, and space) entities derived from raw and/or processed HUMINT data.
	4.1.05.2
	CDSA 2.0
	3.3.1 CDSA VIEW

	8
	The Red Force CM shall provide the capability to provide an html or xhtml display of hostile (land, maritime, air, and space) entities derived from raw and/or processed unattended ground station data.
	4.1.05.2
	CDSA 2.0
	3.3.1 CDSA VIEW

	9
	The Red Force CM shall provide the capability to create hostile Force location data to include land, maritime, air, and space. 
	4.1.05.3
	CDSA 2.0
	3.2.1.Create



	10
	The Red Force CM shall provide the capability to update hostile Force location data to include land, maritime, air, and space.
	4.1.05.3
	CDSA 2.0
	3.2.2 Put

	11
	The Red Force CM shall provide the capability to save hostile Force location data to include land, maritime, air, and space.
	4.1.05.3
	CDSA 2.0
	3.2.1.Create

3.2.2 Put

	12
	The Red Force CM shall provide the capability to delete hostile Force location data to include land, maritime, air, and space.
	4.1.05.3
	CDSA 2.0
	3.2.4 Delete

	13
	The Red Force CM shall provide the capabilities to access hostile ISR sensor locations.
	4.1.07.01
	CDSA 2.0
	3.2.3 Get

3.2.5 Enumerate

3.2.6 Pull

3.2.9 Subscribe



	14
	The Red Force CM shall provide the capabilities to provide an html or xhtml display of hostile ISR sensor locations.
	4.1.07.02
	CDSA 2.0
	3.3.1 CDSA VIEW

	15
	The Red Force CM shall provide the capabilities to access hostile Force locations.
	4.1.13.01
	CDSA 2.0
	3.2.3 Get

3.2.5.Enumerate

3.2.6 Pull

3.2.9 Subscribe

	16
	The Red Force CM shall provide the capabilities to access friendly/hostile/neutral Force disposition.
	4.1.13.04
	CDSA 2.0
	3.2.3 Get

3.2.5.Enumerate

3.2.6.Pull

3.2.9 Subscribe

	17
	The Red Force CM shall provide the capability to create an overlay.
	4.1.13.00.15
	CDSA 2.0 View
	3.3 CDSA View

	18
	The Red Force CM shall provide the capability to save an overlay.
	4.1.13.00.15
	CDSA 2.0 View
	3.3 CDSA View

	19
	The Red Force CM shall provide the capability to publish an overlay.
	4.1.13.00.15
	CDSA 2.0
	3.2.1 Create

3.2.2 Put 

	20
	The Red Force CM shall provide the capability to export an overlay.
	4.1.13.00.15
	CDSA 2.0 View

	3.3 CDSA View

	21
	The Red Force CM shall provide the capability to modify track attributes.
	4.1.13.00.35
	CDSA 2.0
	3.2.2 Put

	22
	The Red Force CM shall provide the capability to delete a track (s).
	4.1.13.00.36
	CDSA 2.0
	3.2.4 Delete

	23
	The Red Force CM shall provide the capability to create a hostile track.
	 
	CDSA 2.0
	3.2.1 Create

	24
	The Red Force CM shall provide the capability to update a hostile track.
	 
	CDSA 2.0
	3.2.2 Put

	25
	The Red Force CM shall provide the capability to read a hostile track.
	 
	CDSA 2.0
	3.2.3 Get

3.2.6 Pull

3.2.9 Subscribe

	26
	The Red Force CM shall provide the capability to access projected hostile Force locations and sensor coverage derived from available data sources.
	4.1.18.01
	N/A
	Not Supported in Spiral 2


	27
	The Red Force CM shall provide the capability to provide an html or xhtml display of  projected hostile Force locations and sensor coverage derived from available data sources.
	4.1.18.01
	N/A
	Not Supported in Spiral 2


	28
	The Red Force CM shall provide the capability to access data of current  ISR sensor locations.
	4.1.18.02
	CDSA 2.0
	3.2.3 Get

3.2.6 Pull

3.2.9 Subscribe

	29
	The Red Force CM shall provide the capability to create data of current ISR sensor locations.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	30
	The Red Force CM shall provide the capability to update data of current ISR sensor locations.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	31
	The Red Force CM shall provide the capability to save current ISR sensor locations.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	32
	The Red Force CM shall provide the capability to delete current ISR sensor locations.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	33
	The Red Force CM shall provide the capability to access  chemical, biological, radiological, nuclear, and high yield explosive (CBRNE) sensor location data.
	4.1.18.02
	CDSA 2.0
	3.2.3 Get

3.2.6 Pull

3.2.9 Subscribe

	34
	The Red Force CM shall provide the capability to create chemical, biological, radiological, nuclear, and high yield explosive (CBRNE) sensor location data.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	35
	The Red Force CM shall provide the capability to update chemical, biological, radiological, nuclear, and high yield explosive (CBRNE) sensor location data.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	36
	The Red Force CM shall provide the capability to save chemical, biological, radiological, nuclear, and high yield explosive (CBRNE) sensor location data.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	37
	The Red Force CM shall provide the capability to delete chemical, biological, radiological, nuclear, and high yield explosive (CBRNE) sensor location data.
	4.1.18.02
	N/A
	Not Supported in Spiral 2


	38
	The Red Force CM shall provide the capability to access historical hostile Force location data derived from available data sources.
	4.1.19.01
	N/A
	Not Supported in Spiral 2


	39
	The Red Force CM shall provide the capability to  provide an html or xhtml display of historical hostile Force location data derived from available data sources.
	4.1.19.01
	N/A
	Not Supported in Spiral 2


	40
	The Red Force CM shall provide a capability, complying with legislated requirements, to access historical unit movement and status data.
	4.1.19.02
	N/A
	Not Supported in Spiral 2



Table 4.1 Requirements Tractability Matrix
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