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1. EXECUTIVE SUMMARY
The Joint Technical Operations Control Capability (JTOCC) implements, operates, and maintains “Service Management” functions for net-centric capabilities in support of the Net-Enabled Command Capability (NECC) community of interest (COI).  The JTOCC service management functions are distributed across three core areas of responsibility.  These areas are Service Provisioning, End-User Support, and Service Monitoring and Management, and are described using the processes identified by the Information Technology Infrastructure Library (ITIL).  The ITIL is a framework of best practice approaches that facilitate the creation and delivery of reliable, high quality information technology (IT) services.  The roles and responsibilities for implementing and executing Service Management are shared by multiple JTOCC stakeholders and include the Joint Program Management Office (JPMO), Component Program Management Office (CPMO), Capability Module (CM) Developer, CM Provider, and Host Provider communities.  The JTOCC’s principal customers within the NECC COI include the NetOps community, the end-user, the JPMO and individual CPMOs.  

The principle components of the NECC JTOCC are the Control Capability and Service Desk.  The Control Capabilities monitor and coordinate individual CM activities and their associated developers, providers, and hosts. They also coordinate with the larger NetOps community.  The Control Capabilities carry out the Service Provisioning, End-User Support and Service Monitoring and Management responsibilities.  The Service Desk provides a single interface point for users to request help or report a problem. The service desk is the outward face of the NECC program and is primarily responsible for End-User Support.  The NECC JTOCC implements and monitors the NECC enterprise via an ITIL framework, to provide users from the JPMO, CPMO, CM Developer, CM Provider, Host Provider, Service Implementer, end-user, and supporting communities with:

· Automated, coordinated, and continuous CM/service deployments, updates, and provisioning for new customers, service consumers, servers, and capacity;
· Service discovery and dependency analysis which enables multi-CM problem resolution;
· Applications-layer systems management;
· Visibility, analysis, planning, monitoring, and control across one or many CMs;

· Requirements planning and action management for CMs and services;

· Integrated operations for existing and/or emerging applications, and services;

· Support for the net-centric transformation of enterprise Command and Control (C2) applications;

· Provide end users with service support, CM status updates, infrastructure information, common problem resolutions and quick fixes.
2. INTRODUCTION
The NECC is the Department of Defense’s (DoD) principal C2 capability that will be accessible in a net-centric environment and focused on providing commander with the data and information needed to make timely, effective, and informed decisions.  NECC draws from the C2 community to provide new C2 capabilities as well as evolve current capabilities into fully integrated, interoperable and collaborative joint solutions.  End-Users can rapidly adapt to changing mission needs by defining and tailoring their information environment and drawing on capabilities that enable the efficient, timely, and effective command of forces and control of engagements.

The NECC is a collaboration across the C2 spectrum with each service providing its own CPMO in support of the NECC that is managed by the JPMO.  One of the primary advantages of the NECC program is the ability to transition existing C2 capabilities, while concurrently developing and fielding new or enhanced net-enabled joint capabilities, quickly and under the direction of a common JPMO.  This approach affords the DoD the ability to select and rapidly implement “best-of-breed” solutions for the full spectrum of Joint C2 needs.
The set of CMs in the NECC architecture have been identified through analysis of the Capability Development Document (CDD), which spans six functional domains (Adaptive Planning, Total Force Visibility, Intelligence, Situational Awareness, Force Employment, and Force Projection) and is very conducive to a continuous fielding paradigm.  The NECC CMs are designed and deployed to a Service Oriented Architecture (SOA) where one or more modules provide a service that is accessible via a set of exposed public interfaces.  SOA enables a separation of concerns of the provider and consumer of the service.  These public interfaces are published to the network and exposed for others to consume the service being provided.  On one side of the interface, consumers implement their own CMs and processes that make use of the service being provided.  On the other side, providers acquire and operate the CMs used to provide the service.  As the interface separates these two different activities, the consuming CMs and providing CMs may be supported independently.  This separation provides for the speed, agility, and flexibility in delivering and maintaining new capabilities for the end-user.  However, achieving these benefits demand new Information Technology (IT) strategies including those for operational support and sustainment for CMs and services.
3. KEY CONCEPTS
Based on the ITIL model, the JTOCC consists of three core-responsibility areas that are subdivided into specific service-management functions as illustrated in Figure 3-1. Each of the core-responsibility areas will be described in the subsequent sections and each of the service-management functions will be described in Section 5 of this document.
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Figure 3-1 NECC JTOCC Service Management Functions
3.1. JTOCC
In keeping with the distributed and federated nature of NECC and its capabilities, the JTOCC is a distributed group.  The NECC-JTOCC is a net-centric capability that is supported and sustained by participants and users accessing and/or providing operational support from across the Global Information Grid (GIG).  Although JTOCC stakeholders are not collocated in a single facility, they cooperatively execute the service management functions illustrated in Figure 3-1.  The functions shown in Figure 3-1 are all interrelated and support all of the core responsibilities.  Stakeholders may also share a common tool suite so that they can effectively collaborate on any issues that impact operations.
The JTOCC includes individual teams, whose members come from multiple stakeholder communities, and are tasked according to the three core responsibility areas, Service Provisioning, End-User Support and Service Monitoring and Management.  Each team is explicitly part of and/or interacts with the Control Capability and the Service Desk, which are the two principal components of the JTOCC.  NECC JTOCC components and customers are illustrated in Figure 3-2.
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Figure 3-2 NECC JTOCC Components and Customers
3.2. SERVICE PROVISIONING
The service provisioning process for a CM begins once it has been certified for operations in the Federated Development and Certification Environment (FDCE).  JTOCC policies, processes, and resources for service provisioning functions are closely integrated with those of the FDCE.  The Control Capability executes configuration, release and change management functions in support of the service provisioning responsibility.

The Control Capability provides and manages configuration management repositories, including the Definitive Service Library (DSL), the Change Request repository, Knowledge Base component of the Virtual Service Desk and the Configuration Management Database (CMDB).  The NECC DSL is the physical library or storage repository wherein authorized master copies of all operational CMs are registered.  This repository maintains the NECC CM operational baseline.  The CMDB effectively federates existing configuration data sources across multiple IT domains (asset management, Service Desk, etc.) to provide a centralized and coalesced view of the JTOCC infrastructure and the relationships therein.
As part of the JTOCC configuration management process, service provisioning personnel work with the CM Developer to maintain version control for all CM components in both the NECC deployed and formal baselines.  The JTOCC release management process details the steps required for the CM Developer/Provider to deliver and deploy individual CPs, entire CMs, updates, and patches to Local and Enterprise GIG Computing Nodes (GCNs).  It is important to note that provisioning occurs on a per CM basis and not as an entire increment baseline.  The JTOCC’s role in the Change Management process focuses on managing change in the deployed baseline.  The JTOCC monitors the execution of the change management process in close cooperation with the FDCE to ensure that CMs and/or CPs are returned to the FDCE in the event that significant changes are required for the deployed and/or formal baselines.  The service provisioning personnel will:
· Keep track of all operational deployment configurations;
· Provide expertise and personnel capable of deploying CMs and CPs to Enterprise GCNs;
· Provide a DSL and other repositories where all operational CMs and CIs are registered and maintained.
Detailed information on the GCN hosting platform and Local and Enterprise GCNs are found in the Increment 1 Physical Architecture document.
3.3. END-USER SUPPORT
The Service Desk is the JTOCC’s lead component for initiating its incident and problem management processes.  The Service Desk is responsible for providing the principal interface between CM Developers, CM Providers, Host Providers and end-users.  Tier 1 service desk personnel receive and record calls from end-users, handle simple requests, perform initial investigations into all incidents, and route incidents up to Tier 2 or Tier 3 personnel as appropriate.  The Service Desk also enables end-users the ability to verify the status of incidents from initiation through closure.
In cooperation with JTOCC Control Capability and individual CPMO Help Desks, the JTOCC Service Desk will:
· Implement a 3 tier infrastructure using the Standard DoD Priority System for issues with CMs;

· Record, track, and resolve all incidents and problems that are initiated by end-users and/or automated enterprise service management tools;
· Utilize a Commercial Off-The-Shelf (COTS) based Trouble Management System (TMS) to handle all trouble tickets;
· Maintain a comprehensive database of known errors, fixes, and work-arounds;
· Provide end-users with a web-based collaborative Virtual Tier 1 environment inclusive of CM status updates, network information, common problem resolutions, quick fixes, virtual meeting places, audio and videos over IP, and white board instructions on how to get to the appropriate physical tier level.
3.4. SERVICE MONITORING AND MANAGEMENT
The Control Capability is the JTOCC’s lead component for executing capacity, continuity, availability, and service level management functions in support of Service Monitoring and Management.  The Control Capability supports the management of NECC CMs and services at the application level.  Although the roles and responsibilities for the Control Capability are shared across the JPMO and CPMO communities, the service monitoring and management personnel will collectively:
· Oversee the status and health of NECC CMs and services;
· Capture and report on performance metrics and statistics and serve as the clearinghouse for reporting on Service Level Agreement (SLA) compliance and availability;
· Report on dependencies between NECC CMs and services and their impact on performance;
· Monitor and manage the interaction of CMs and services as they support operational mission activities;
4. ROLES AND RESPONSIBILITIES

This section of the document defines the high-level roles and responsibilities of the JTOCC stakeholders.  Additional details and responsibilities can be found in the NECC Increment 1 Technical Operations Architecture document.
4.1. JPMO

The JPMO administers the JTOCC and is responsible for overall NECC Certification and Accreditation (C&A).  In addition, the JPMO can act in the CPMO role of managing CM Providers and CM Developers (e.g., the JPMO plans to act in the CPMO role for several C2 cross-functional CMs)
4.2. CPMO

The CPMO manages the efforts of CM Developers and CM Providers.  In addition, they are also responsible for CM C&A.  
4.2.1. CM Developer

The CM Developer is responsible for end-to-end CM development, C&A as defined by the FDCE.  The CM Developer is also responsible for the packaging and delivery of the CM, in accordance to the Capability Package (CP) and the NECC Developer’s Handbook specification, to the JTOCC’s Definitive Service Library (DSL).  
4.2.2. CM Provider

The CM Provider is responsible for the deployment, provisioning, run-time management, performance, and availability of the CMs that they provide and any Back-Office systems on which the CMs rely.  
4.2.3. Host Provider

Host Providers provide facilities, GIG Computing Nodes (GCNs), and other infrastructure components required for CM Providers to deploy CPs.  

4.2.4. Service Implementer

Service Implementers install NECC capabilities on Local GCNs within their own organizations.  The CPMOs coordinate the activities of the Service Implementers.  
5. IMPLEMENTATION
This section of the Execution Plan addresses each of the core responsibility areas and details the service management functions contained within. It also details the JTOCC support tools and the waiver process.
5.1. SERVICE PROVISIONING
As shown in Figure 5-1, JTOCC service provisioning activities begin once Services and CMs have been certified and staged to be transitioned from the FDCE operational piloting stage to GIG operations.  As part of the transitioning process, CM Developers deliver each of the Capability Packages (CPs) and required Configuration Items (CIs) that collectively form the CM to the JTOCC DSL. 
The CPs are bundled according to the specifications described in the NECC Increment 1 Software Architecture.  Refer to the NECC Developer’s Handbook for a descriptive list of required items necessary for a successful delivery.  The CPs delivered by the CM Developer will be identical in number and configuration as compared to those tested and certified during the operational piloting phase of the FDCE process. 
The JTOCC Configuration, Release, and Change Management functions should be executed in close coordination with the FDCE operational piloting process to ensure a smooth transition to operations.  This coordination will also minimize downtime and speed up delivery of the capability to the end-user.  The Configuration, Release, and Change Management functions are described in the following sections.  Refer to the NECC SDD CMP for additional information on the Configuration, Release and Change Management processes.
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Figure 5-1  NECC JTOCC Service Provisioning

5.1.1. Configuration Management
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Figure 5-2 Configuration Management Process
Configuration Management Process:  Configuration Management by NECC of a CM captures Configuration Items (CIs) and supplemental documentation as IT assets during FDCE development and testing.  The CM Developer manages its own CIs throughout the FDCE stages.  When the CM is ready to become part of the operational baseline, after being certified and delivered to the DSL, the JTOCC will verify that the CM Provider is fulfilling their configuration management responsibilities.
The JTOCC configuration management process supports an accurate accounting of all IT assets and provides a sound basis for incident, problem, change, and release management functions.  Configurable items include the operational CMs as well as IT assets that are specific to the operation and maintenance of the JTOCC itself.  The JTOCC configuration management process identifies, controls, maintains, and verifies the versioning for all configuration items (CIs) which include but are not limited to the:

· Capability Module (CM): the NECC-assigned version number indicates a distinct set of Capability Packages (CP)s;

· CPs: the NECC assigned version number of each CP also designates a distinct set of components;

· Guest OS: the version of the OS used in the CP;

· Installation instructions and/or migration plan;

· COTS and GOTS packages: the version number of any COTS or GOTS infrastructure applications;

· NECC Services: all distinct Services within a CP must also have an NECC assigned number;

· Thick Clients/Interfaces: the version number may be NECC-assigned if developed by NECC or use the CM Developer’s version number;

· Software version descriptions;

· Server and/or workstation configurations;

· User Guides / FAQs / Quick Reference Guides;

· Test cases;
· Points of Contact;

· Service Registry Information (WSDL, T-model, etc.);

· C&A documentation.
CIs are versioned according to the guidelines and specifications contained in the NECC Developers Handbook.  Specific details about individual CIs including their inter-relationships and dependencies are contained in a configuration management database (CMDB).  The CMDB is accessible across the enterprise for multiple service management functions and is a major driver of consistency for all processes.  The CIs themselves may be contained in separate repositories, which would include the JTOCC definitive service library (DSL) and the configuration management repository.  In addition to the repositories provided by the JTOCC, the JTOCC may leverage repositories and databases from other organizations including the FDCE and/or the CPMOs themselves.
Service Dependency/Interaction Modeling:  Service Discovery and Dependency Analysis supports deployment and helps monitor service operations.  The JTOCC configuration management process supports the identification and verification of networks, services, and their relationships to help manage dependencies in a complex system.  Configuration Management ensures that there are adequate control mechanisms in place for monitoring changes to capabilities, versions, location and service dependencies.  This also helps users to visualize the logical and physical service networks in a browser-based user interface.  The JTOCC configuration management process pictured in Figure 5-2 is performed as follows:
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1. The CM Developer packages and delivers the CP and its corollary CIs according to the guidelines and specifications contained in the NECC Increment 1 Software Architecture document and the NECC Developer’s Handbook.  The CPs themselves are deposited in the DSL.
2. The CM Developer works with the JTOCC personnel to identify, verify, and enter detailed information for each CI into the CMDB.  Bear in mind that the CI itself may reside in a CPMO-specific, FDCE, or JTOCC repository.  JTOCC guidelines for the identification, versioning, and maintenance of CIs are contained in the NECC Increment 1 System Development and Demonstration (SDD) Phase Configuration Management Plan.
3. JTOCC personnel verify whether or not the CP and its CIs are complete and correct.  The JTOCC personnel will verify the delivery of the software capability package as described in Table 2 of the NECC Developer’s Handbook.  JTOCC personnel may reject all or a portion of the delivery.  The JTOCC personnel will be verifying the delivery of all CIs defined in the Developer’s Handbook.  Failure to deliver all items will result in a rejection of the delivery.  Rejection may be based on incomplete delivery of CIs or on inaccurate information contained in the CIs.  An example of this would be the delivery of a software capability package that has an incomplete or missing Interface Design Description (IDD).  If an item is rejected, the CM Developer is notified with a reason for rejection and may resubmit an item after making the appropriate corrections.  
4. The CM Provider is responsible for the release management of the process that includes CM deployment, provisioning, and acceptance testing at each EGCN and/or LGCN.  The CM Provider may delegate all or a portion of its deployment, provisioning, and acceptance test responsibilities to the JTOCC.  The JPMO must develop and implement the overarching framework for acceptance testing which will include a general test methodology and tool set.  Detailed acceptance test methodologies that were previously developed by the CM and/or Host Provider during the FDCE process may be leveraged for JTOCC service provisioning.
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The CM Provider ensures that acceptance tests are performed and passed, and verifiable results are made available to JTOCC personnel.
6. The CM Provider deploys and configures the Enterprise Service Management (ESM) solution to the EGCN/LGCN and verifies compatibility with the Host Provider’s hardware, network, and application management tool set.  The CM Provider may choose to delegate this responsibility to JTOCC personnel.
7. The CM Provider must ensure that the CP is up and running and actively reporting run-time metrics to the JTOCC control capability.  The JPMO must establish policies and procedures that specify the baselines for type, frequency, format, and configuration controls for metrics reported to the JTOCC control capability.  The JPMO may negotiate specific metric requirements with individual CM Providers on a per capability basis.
8. JTOCC personnel will work with the CM Developer to place CP versions, dependencies, Tier 2 and 3 support policies and procedures, and Tier 1 knowledge base materials (known errors, problem reports, etc) under configuration controls using existing CPMO, FDCE or JTOCC repositories and the CMDB.  These configuration management tools and resources will be made available to JTOCC stakeholders that include the service desk, CM Provider, Host Provider, CM Developer, and service implementer.
9. JTOCC personnel verify that the CM specific training package is integrated and made available through the virtual Tier 1 service desk environment.  The virtual service desk is available 24/7 and may be accessed from across the enterprise.
10. JTOCC personnel and the CM Provider have the responsibility for transferring, migrating, and/or pointing to configured items as appropriate for individual JTOCC stakeholders.  JTOCC personnel will ensure that known errors, problem reports, FAQs, quick fixes are made available to service desk personnel.
11. JTOCC personnel will provide the CM Provider, Host Provider, and JPMO with a set of initial reports for CP acceptance testing, CP training, ESM configuration, run time status and Service Level Agreement (SLA) compliance.

12. JTOCC personnel will execute its reporting function on a weekly basis.  Reports will be as detailed as needed depending on CP dependencies, Host Provider, and end-user communities.

13. JTOCC personnel will maintain strict configuration controls for CIs under there control to ensure they are created and/or updated in the CMDB as appropriate.
5.1.2. Change Management
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Figure 5-3 Change Management Process

Change Management Process:  The Change Management process addresses how changes to the NECC software baseline are incorporated. This process helps to ensure that the changes improve service quality and mitigates risks associated with an increment to the baseline.  The JTOCC functions as a control point for changes while the NECC ERB and CCB are the approving authority for initiating those changes.  The CM Provider, Service Implementer, JTOCC personnel, CM Developer, JPMO, and end-user may submit Requests For Change (RFCs).  JTOCC personnel will manage and track the status of these RFCs as they go before the ERB and CCB for approval and prioritization.  Change Management also involves the FDCE since all changes must be validated and tested.  Once the changed CM leaves the FDCE and is introduced into an operational environment, it is monitored and managed by the JTOCC.

1. – 2.)  A request for change (RFC) may be submitted by CM Provider, Service Implementer, JTOCC personnel, CM Developer, JPMO, and end-user.  Although a RFC is most often initiated by Tier 2 and Tier 3 service desk personnel as a product of the problem management process they may also be submitted by an end-user requesting additional facilities or functionality.  A third instance may occur when a RFC is submitted shortly after a CM is deployed as a result of unforeseen changes in the requirements.

3. The CM Provider logs the RFC and creates a corresponding change record.  The change record is entered into the CM Provider’s bug tracking or issue tracking change management software.  If necessary, the CM Provider is responsible for forwarding the change record and/or reference number to Tier 1 service desk personnel.  Tier 1 personnel will amend the corresponding incident, problem, and known error records to reflect the new RFC.  Whenever possible, Tier 1 personnel will close corresponding incident and problem records.  Change record details may vary but a baseline record should include the following: 

· Unique Number;
· Trigger (problem report number, error records, business need, legislation);
· Description;
· Identity of items to be changed and a description of the desired change;
· Reason for change;
· Effect of not implementing the change;
· Person proposing change and the contact information;
· Date and Time of proposed change;
· Change category (minor, significant, major);
· Change priority;
· Predicted schedule for change;
· Needed resources, costs, etc for change;
· Roll-back or remediation plan;

· Impact assessment and evaluation (resources and capacity, cost, benefits);
· Targeted locations and baselines;
· Authorization Information;
The CM Provider’s configuration management system (CMS) should be web-accessible and provide enough visibility to allow JTOCC personnel, ERB, and CCB to review the RFC, proposed change, and the final implementation plan.
4. The CM Provider logging the RFC will assess the initial request and may reject those RFCs which are incomplete, impractical, or are repeated requests.  Rejected requests will be returned along with a brief explanation as to why the RFC was rejected.

5. In order to assess and evaluate the impact of the proposed change the CM Provider must provide comprehensive answers to a series of questions.  This series begins with what are collectively referred to as the 7 R’s of change management.  These 7 questions are listed below:

· Who raised the change?

· What is the reason for the change?

· What is the return required from the change?

· What are the risks involved in the change?

· What resources are required to deliver the change?

· Who is responsible for the build, test and implementation of the change?

· What is the relationship between this change and other changes?

The answers to these seven questions provide an initial impact assessment which details the relationship between the potential benefits and the risks associated with the change.  In order to provide a more comprehensive risk/benefit analysis, the CM Provider will also consider:

· The impact that the change will make on the customer’s business operation;
· The effect on the infrastructure and customer service, as defined in the service requirements baselines, service model, SLA, and on the capacity and performance, reliability and resilience, contingency plans, and security;
· The impact on other services that run on the same infrastructure;
· The impact on non-IT infrastructures within the organization – for example, security, office services, transport, customer service desks;
· The effect of not implementing the change;
· The IT, business and other resources required to implement the change, covering the likely costs, the number and availability of 
· people required, the elapsed time, and any new infrastructure elements required;
· The current change schedule (CS) and projected service outage (PSO);
· Additional ongoing resources required if the change is implemented;
· Impact on the continuity plan, capacity plan, security plan, regression test scripts and data and test environment, Service Operations practices;
· Overall risk priority (high, low, etc.).
6. After completing the RFC assessment and evaluation the CM Provider will ask the developer to propose a technical strategy that answers the RFC.  The technical strategy and approach are packaged into a change proposal as described in the NECC guidelines (reference).  The proposal will also detail the release and deployment plans.
7. The change proposal is submitted to the ERB who determine if the change benefits outweigh the risk.  The ERB change policy and process are detailed in the NECC ERB charter.  If the ERB rejects the proposal then the CM provider may reassess the RFC and submit a new proposal or exit the change management process entirely.
8. If the change is approved the ERB will ensure the CM Provider receives detailed information regarding the required authorization, mitigated business risk, financial implications, and scope.  ERB authorization will also encompass the CM Provider release and deployment plans.  All documents and/or data generated as a result of the change management process will be made available to JTOCC personnel who will ensure that the appropriate CMDB configuration controls were applied.
9. The CM Provider will carefully coordinate the implementation of changes and logically group multiple changes in one release.  Keeping the number of releases to a minimum the CM Provider may help reduce overhead and minimize the time typically required to design, manage, and test multiple releases that provide smaller increments of change.  The CM Provider also coordinates the production and distribution of a change schedule (CS) and projected service outage (PSO).  These schedules contain detailed descriptions and timelines for each change that is authorized for implementation and helps the stakeholders to coordinate acceptance test plans.

10. The CM Provider is responsible for ensuring changes are implemented as scheduled. The implementation schedule is tightly integrated with the release management process.  Prior to implementation the CM Provider will be responsible for ensuring the change is thoroughly tested and, if specific thresholds are met, recertified via the FDCE process.  The JPMO will develop policies, processes and hierarchies to describe how the JTOCC change and release management processes are integrated with the FDCE.  The JPMO will specifically address the set of policies and guidelines for determining whether or not changes to a CM/service require recertification, but the ultimate decision on recertification will be made by the Designated Approval Authority (DAA).  In cases involving changes that can not be fully tested, special care must be taken during implementation.
11. Once a change has been implemented, the Change Control Board (CCB) will initiate a change review that confirms whether that change has met its objectives without having any unintended side effects and satisfied the individual stakeholders including the initiator of the change.  Any updates to the change record, change proposal, problem, and incident reports will be made available to Tier 1 service desk personnel.
5.1.3. Release Management
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Figure 5-4 Release Management Process

CM Provisioning and Release Management: The JTOCC executes its Release Management function by facilitating the coordination and synchronization of CM deployment and provisioning.  Prior to deployment, the CM Developers engineer and deliver the CM to the JTOCC Definitive Service Library (DSL).  The JTOCC verifies that the Capability Package (CP) is delivered according to the NECC Increment 1 Software Architecture and the NECC Developer’s Handbook specification.
Going forward the CM Provider then takes full responsibility for CM deployment, installation, and operation at specific nodes.  The CM Provider must arrange for hosting the services with a Host Provider on a GIG Computing Node (GCN) and provide access to all (authorized) Joint users.  The Host Provider must provide a GIG and NECC compliant platform for hosting services.  More information on the NECC compliant platform can be found in the NECC Increment 1 Physical Architecture document.
The CM Provider is also responsible for distributing the CM to one or multiple locations in order to meet the availability goals specified by the JPMO. The CM Provider may delegate all or a portion of its deployment and provisioning responsibilities to the JTOCC.  The JTOCC deployment and provisioning services generally only apply to the enterprise nodes at the DISA Enterprise Computing Centers (DECCs).  Because the CM Provider is ultimately responsible for the CM and the CM meeting its performance and availability requirements, it is up to the CM Provider to determine where they want to get their host capacity service that will meet their requirements.  The CM Provider may choose to host their CM on an operational EGCN that is not located at a DECC.  If this is the case, then the CM Provider may have to perform the installations themselves, especially if the installation can not be performed remotely.  It should be noted, if the CM Provider decides to have services hosted at a non-certified GCN, then they do so at their own risk.  
The CM Developer is responsible for creating the installation images(s).  The CM is delivered in one or multiple CPs and is bundled into manual and automatic installation images and distributed by a new breed of provisioning tools that manages changes made to CMs and/or services and provides them across the entire enterprise.  If, for some technical reason, the installation of a CM requires an onsite install, the CM Provider will either provide such a service or will reach an agreement with the Service Implementer or a third party to provide that service.  Those responsible (JPMO or CPMO) for Service Provisioning will deploy CMs by first retrieving them from the DSL.  The DSL is the authoritative service repository for the NECC operational baseline.  CMs are not deployed until each CP is placed under the appropriate configuration controls.  CPs are the software images that are installed on a GCN compliant server.  Thick Clients can also be retrieved from the DSL and installed on suitable workstations.  The JTOCC must be notified of all CP deployments in order to maintain an up-to-date record of the deployed baseline.  It does not require this notification for Thick client deployments.

For each GCN installation the CM Provider verifies that the CP did not break and/or compromise existing infrastructure and performs acceptance testing to ensure the installation was done correctly.  Although the CM Provider is ultimately responsible for acceptance testing, they may negotiate with the JTOCC or a third party to perform this task.  The CM Provider has responsibility for the overall management and administration of the CM in operations, particularly with respect to ensuring that the CM meets its expected functionality, availability, and performance requirements for Joint users of the capability.  Once a CM is deployed, the JTOCC will report on configuration, acceptance testing, scheduling and provisioning status.  This includes the JTOCC actively monitoring and managing the services deployed by a CM Provider in order for the JTOCC to ensure that the CM is meeting its SLA. By monitoring CMs, the JTOCC acts as the CM Provider's proxy or agent and notifies stakeholders when CMs are approaching alarm thresholds or are not meeting SLA’s.


1. The JTOCC release management function coordinates and controls delivery, implementation, and acceptance testing for CPs that are providing capability to the end-user.  The JPMO will develop policies and processes which describe the JTOCC release management process including its inter-dependencies with other service management functions as well as the FDCE.  JPMO release management policies and processes ensure CPs are scheduled, delivered, and deployed to the EGCNs/LGCNs with the expected functionality.
2. A release and deployment plan may be created by the CM Provider independent of other service management functions or as part of the change proposal developed during the change management process.  The release and deployment plan describes the guidelines for releasing a CP and details a deployment process, which can be scaled to any size organization or environment.  The CM Provider will coordinate with its host providers throughout the planning process to ensure JPMO requirements and customer SLAs are met.  The release and deployment plan will specify:
· Scope and content of the release;

· Installation instructions;
· Risk assessment and risk profile for the release;

· Organizations and stakeholders affected by the release;

· Stakeholders that approved the change request for the release and/or deployment;

· Team responsible for the release;

· Schedule;

· Deployment locations;

· Delivery and deployment strategy;

· Resources for release and deployment;

· Amount of change that can be absorbed.
3. If this is the initial deployment for a new CP/CM, the CM Provider submits the release and deployment plan to the ERB.  However, if the release and deployment plan corresponds to a change and/or update to an existing CP/CM the plan is submitted to the ERB as part of the change proposal.  This step is detailed in step 7 of the change management process as shown in figure 5-3.
4. If the release and deployment plan is approved as part of a larger change proposal the CM Developer develops, revises, and/or purchases software according to the technical approach detailed in the proposal.  This is described in step 10 of the change management process.  If the release and deployment plan is for a new CM/CP, materiel solutions will have been procured and/or engineered during the FDCE process.
5. The CM Developer packages the CM as one or more CPs according to the guidelines and specifications contained in the NECC Increment 1 Software Architecture document.  The CM Developer and/or Provider also provide the JTOCC with any additional CIs which include but are not limited to:

· CMs;
· CPs;
· COTS and GOTS packages;
· Software version descriptions;
· Server and/or workstation configurations;
· User Guides / FAQs / Quick Reference Guides;
· Test cases;
· Points of Contact;
· Service Registry Information (WSDL, T-model, etc.);
· C&A documentation.
6. The CM Developer deposits the CPs into the JTOCC DSL.  If this is a new capability being deployed for the first time the CPMO will name a CM Provider who will be responsible for CM operation and sustainment.
7. The CM Developer works with the JTOCC personnel to identify, verify, and enter detailed information for each CI into the CMDB.  Bear in mind that the CI itself may reside in a CPMO-specific, FDCE, or JTOCC repository.  JTOCC guidelines for the identification, versioning, and maintenance of CIs are contained in the NECC Increment 1 System Development and Demonstration (SDD) Phase Configuration Management Plan.
8. JTOCC personnel verify whether or not the CP and its CIs are complete and correct.  The JTOCC personnel will verify the delivery of the software capability package as described in Table 2 of the NECC Developer’s Handbook.  JTOCC personnel may reject all or a portion of the delivery.  The JTOCC personnel will be verifying the delivery of all CIs defined in the NECC Developer’s Handbook.  Failure to deliver all items will result in a rejection of the delivery.  Rejection may be based on incomplete delivery of CIs or on inaccurate information contained in the CIs.  An example of this would be the delivery of a software capability package that has an incomplete or missing Interface Design Description (IDD).  If an item is rejected, the CM Developer is notified with a reason for rejection and may resubmit an item after making the appropriate corrections.

9. The CM Provider will verify the phased deployment plan.  The phased plan will include roll-back protocols which return a system to its pre-deployment state should problems and/or conflicts arise.  This verification will be executed in coordination with Step 10 in the change management process.
10. The CM Provider allocates and assigns specific resources to prepare for and support early life activities.  Activities are executed in coordination with the Host Provider at each deployment location.  These activities will include:

· Risk mitigation plans;

· Developing transfer/transition, upgrade, conversion, disposal, and retirement plans;

· Logistics and delivery planning;

· The service assets and components needed for deployment; establishing how and when they will be delivered, and confirmation that delivery has been successfully achieved and recorded;

· Knowledge transfer and training for stakeholders in how to use, benefit, manage, support and operate the new or changed service;

· Identify essential and potential recipients of training (such as users, service desk personnel, deployment teams);

· Updates for service desk personnel with knowledge of the target deployment group and their environment;

· Communicating to the people involved;

· About the release/change and the expected benefits;
· How the release/change affects the organization and staff;
· Making any changes in emergency of continuity plans and procedures;
· Mobilizing the service operations and support organization;
· Mobilizing users to be ready to use the service;
· Additional activities identified from the assessment.
The next step is to verify the detailed deployment plans, perform any deployment readiness tests and make sure the RFC is authorized through the Change Management process. The service is then ready for deployment.

11. The CM Provider is responsible for CM deployment, provisioning, and acceptance testing at each EGCN and/or LGCN.  The CM Provider may delegate all or a portion of its deployment, provisioning, and acceptance test responsibilities to the JTOCC.

12. The JPMO must develop and implement the overarching framework for acceptance testing which will include a general test methodology and tool set.  Detailed acceptance test methodologies that were previously developed by the CM and/or Host Provider during the FDCE process may be leveraged for JTOCC service provisioning.

13. The CM Provider notifies the JTOCC of acceptance test results.
14. The CM Provider deploys and configures the ESM solution to the EGCN/LGCN and verifies compatibility with the host provider’s hardware, network, and application management tool set.  The CM Provider may choose to delegate this responsibility to JTOCC personnel.

15. The CM Provider must ensure that the CP is up and running and actively reporting run time metrics to the JTOCC control capability.  The JPMO must establish policies and procedures that specify the baselines for type, frequency, format, and configuration controls for metrics reported to the JTOCC control capability.  The JPMO may negotiate specific metric requirements with individual CM Providers on a per capability basis.
5.2. END-USER SUPPORT

5.2.1. Service Desks
JTOCC Service Desk Tier 1 Support:  The JTOCC Service Desk provides Tier 1 support. The user contacts Tier 1 after verifying the issue does not involve, or is caused by, local communications, network issues, or applications.  The Tier 1 service desk is a JTOCC responsibility and the Tier 1 personnel provide entry-level assistance, 24/7/365, by opening an incident and/or problem report within the TMS central database.  Tier 1 personnel collect basic information from the user (unit, service, application, location, etc.) and utilize CM support tools for basic troubleshooting, which include checklists, common problems, and quick fixes.  All information is written into the reports using the TMS.  If the Tier 1 operator can fix the issue then the incident report is closed and documented for performance tracking purposes.  If the issue cannot be resolved at the Tier 1 level, the operator will escalate the issue, based on standard DoD Priority Reporting Procedures, to the appropriate Tier 2 or Tier 3 Subject Matter Expert (SME).  The Tier 2 and 3 SMEs will be able to log into the NECC TMS system to view, modify, update and close all incident and problem tickets under their purview.  In addition to checking the TMS for open incidents and problems, the Tier 2 and 3 SMEs will be notified of new issues by email or phone calls.
Virtual Service Desk:  One of the goals of the NECC JTOCC is to provide support that supplements and/or leverages the legacy service desks already in place.  This will be accomplished by providing a net-enabled collaborative virtual Tier 1 environment for CM specific issues, network outage information, NECC capability version changes and updates, training capabilities, common problem checklist and questionnaires, and several other online resources.  This allows C2 legacy Help Desks, the NECC JTOCC Service Desk and Host Network Help Desks to work together to provide both end-users and JTOCC personnel with the ability to troubleshoot NECC capabilities regardless of geographic location.  The web-based Tier 1 environment is designed to quickly get the end-user in touch with support personnel who can resolve problems fast and efficiently without creating a middleman effect.  Figure 5-5 shows the 3 tiered Service desk infrastructure extending across C2 legacy and Host provider help desks.
The net-enabled collaborative Tier 1 environment leverages the Enterprise Collaboration Product Line, which is a set of web-accessible software that enables GIG users to deliver presentations, view, edit and graphically annotate documents, share applications and collaborate in real-time with remote co-workers. The product line will be implemented to provide JTOCC stakeholders with real time resources that may include training materials, common problems (FAQs), quick fixes, and points of contact (POCs).
CPMO Service Desk Tier 2 Support:  CPMO Service Desks provide Tier 2 and Tier 3 support.  The CPMOs are tasked to provide M-F 9-5 Tier 2 support and to make sure this support is available on call after hours 24/7/365.  Tier 2 support provides SMEs for specific CMs who handle issues requiring a greater degree of technical rigor.  Tier 2 personnel deal with specific NECC applications or systems issues, back-office hardware support needed to support the CM, and network management.  If the Tier 2 personnel cannot solve the issue, they will escalate the ticket to the Tier 3 group.

CPMO Service Desk Tier3support:  The CPMOs will provide the Tier 3 personnel which includes high level engineers and/or program or systems developers.  This level of support is not 24/7/365.  The support staff at this level work a normal M-F 9-5 workday, but are available on call after hours 24/7/365.  Tier 3 personnel will receive incident and problem reports via the TMS and work the issues based on priority classification.

Dispute resolution procedures will be written into the CM SLA.  The initial negotiations are between the CM Provider and customer POCs identified in the support agreement.  If a problem is confirmed by the Tier 3 or Tier 2 SME and cannot be resolved to the mutual satisfaction of both POCs then the dispute is channeled through the JTOCC ERB and CCB for review.
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Figure 5-5: Tiered Service Desk Infrastructure

5.2.2. Incident Management
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 Figure 5-6 Incident Management Process

Incident Management Process:  The primary objective of Incident Management is to restore normal service operation as quickly as possible and to minimize adverse impact on mission operations, thus ensuring that the best possible levels of service quality and availability are maintained.  Normal service operation is defined by the CM SLA.  Incident management includes any event that disrupts, or could disrupt, a service.  This includes events, which are communicated by users, either through the physical or Virtual Service Desk (VSD), or through an interface from the service monitoring and management tools.  Incidents can also be reported and logged by JTOCC technical staff (to include the Tier 2/3 CPMO-managed Service Desks).  Primary responsibility for Incident Management lies with Tier 1 service desk personnel.  Incident Management will be supported by the CPMO Service Desks, infrastructure providers such as GIG NETOPS, local Facility Security Officers (FSOs), Component Operations and Support activities (e.g., centralized and site specific System Administration groups), and others as necessary to resolve incidents outside of the direct control of the NECC Program.  The incident management process from Figure 5-6 is described in detail below:

1. The End-User, CM Provider, CM Developer, Host Provider, Test and Evaluation, and/or external Information Assurance (IA) organizations initiate an incident by notifying the service desk of potential and/or actual faults in a configured item.
2. JTOCC stakeholders can notify service desk personnel via email, telephone, and/or the incident logging service hosted in the virtual Tier 1 environment.  Incidents may also be triggered by automatic incident notifications that are generated by the Enterprise Service Management (ESM) tools.
3. There may be instances where JTOCC control capability personnel have identified an issue that does not necessarily generate an automatic incident notification.  In this case, JTOCC personnel will contact the Tier 1 service desk or manually forward a notification.
4. The service desk’s incident management process begins with incident identification by Tier 1 personnel.  Tier 1 personnel identify and verify the incident’s source and type regardless of the notification method.
5. Tier 1 Service desk personnel log each incident as a trouble ticket in the Trouble Management System (TMS) regardless of the detection method.  Tickets will contain all the information required to support escalation to Tier 2/3 and/or resolution at the Tier 1 level.  The information needed for each incident will include but is not limited to:

· Unique reference number;

· Incident categorization (often broken down to 2 and 4 levels of sub-categories);

· Incident urgency;

· Incident impact;

· Incident prioritization;

· Date/time recorded;

· Name/ID of the person and/or group recording the incident;

· Method of notification (telephone, automatic, e-mail, in person, etc.);

· Name/department/phone/location of user;

· Call-back method (telephone, mail, etc.);

· Description of symptoms;

· Incident status (active, waiting, closed, etc.);

· Related CI;

· Support group/person to which the incident is allocated;

· Related problem/Known Error;

· Activities undertaken to resolve the incident;

· Resolution date and time;

· Closure category; 

· Closure date and time.
6. Incidents are categorized according to their type and the number of effected components.  The JPMO will develop policies, processes and hierarchies to describe the categorization methods implemented and executed by Tier 1 service desk personnel.
7. The JPMO will develop policies, processes and hierarchies to describe the services executed by Tier 1 service desk personnel.  These services will typically include password resets, new user accounts, etc.
8. Incidents are prioritized according to the impact on operations.  The JPMO will develop policies, processes and hierarchies to describe the prioritization methods implemented and executed by Tier 1 service desk personnel.  Incident priority will also be recorded in the trouble ticket.
9. Tier 1 service desk personnel work directly with the user and/or incident source to provide an initial diagnosis and attempt to resolve the issue and close the incident.
10. Functional incident escalation occurs when an incident cannot be resolved by the Tier 1 Service Desk and must be escalated as appropriate to Tier 2 and/or Tier 3 support.  Escalations will depend on incident prioritization, categorization, diagnosis, and schedule constraints.  The timelines for reporting and resolution across each tier of support will be articulated in SLAs and embedded within service desk support tools, which can be used to administer and control the process flow.  Escalation policies, processes, and timelines will be negotiated between the CM Provider and the JPMO based on incident priority.  However, at a minimum a priority 1 incident should not exceed 15 minutes before being escalated to Tier 2 or 3.  Once a decision has been made to escalate an incident beyond Tier 1, alerts will be sent, by email and phone calls to JTOCC stakeholders including:

· Tier 2 and 3 Subject Matter Experts (SMEs);
· JTOCC personnel;
· CM Provider;
· End-User / Incident Source;
· NetOps Community

Tier 2 and 3 SMEs have a specific window of time within which they will need to acknowledge the alert was received. This window will scale according to the priority of the incident.  For example, if a dead service is marked as a priority 1 incident then the Tier 2 and 3 SMEs will have 2 hours to acknowledge that the alert was received and an investigation has begun.  These response times will be negotiated between the JPMO and CM Provider as part of the escalation policy and process.  However, some general guidelines are listed below:
	Priority Level
	Description
	Response Time

	1
	Dead Service
	2 hours

	2
	Degradation of Service
	24 hours


11. Hierarchical escalation will be initiated in the event that an incident is of a serious enough nature that management needs to be notified.  The JPMO will develop the policies, processes and framework to describe the hierarchical escalation methods implemented and executed by Tier 1 service desk personnel.
12. The CM Provider will provide Tier 2 and Tier 3 support personnel to investigate and diagnose escalated incidents, which require a greater degree of technical rigor.  Escalated incidents may involve faults with one or more services or the underlying infrastructure.  The support groups involved in incident handling will provide Tier 1 service desk personnel with detailed documentation describing the actions taken to resolve and/or re-create the incident.  Tier 2 and Tier 3 support may include their descriptions as part of the original trouble ticket or provide additional documentation for more complex resolutions.
13. The problem management function is executed when the underlying cause of one or more incidents requires a long term resolution to prevent a reoccurrence of the incidents.  The Incident Management process provides the initial inputs and information to the Problem Management process.
14. Resolution and recovery occurs when one or more actions are undertaken to resolve the incident and restore the service to an acceptable level of performance.  Incident resolution and recovery activities may include providing the user with alternate procedures to support their mission objectives, the creation of change requests for the CM Developer, replacement or rebooting of hardware, and complete execution of the problem management process.  Bear in mind that an incident may be closed and a customers issue resolved even though the JTOCC is still actively investigating the problem.  Resolution and recovery activities may be executed by service desk personnel, CM Developers, CM Providers or the Host Providers.  Regardless of who may take ownership of a specific activity, the incident record must be updated accordingly and a complete incident history maintained.
15. Incidents are closed once the service desk has determined that the user and/or initiator are satisfied that the incident has been adequately resolved.  Incidents should be closed by the same support personnel who provided the resolution.  Once an incident has been closed, the corresponding trouble ticket is closed and logged appropriately by the Tier 1 service desk personnel.
5.2.3. Problem Management
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Figure 5-7 Problem Management Process

Problem Management Process:  The primary objectives of the Problem Management process is to prevent problems, eliminate recurring incidents, and to minimize the impacts of incidents that cannot be prevented.
Problem Management includes the activities required to diagnose the root cause of incidents and to resolve them.  It is also responsible for ensuring that the resolution is implemented through the appropriate control procedures, especially Change Management and Release Management.  Problem Management will maintain information about problems and the appropriate workarounds and resolutions such that NECC is able to reduce the number and impact of incidents over time.  In this respect, Problem Management is a key input to the Knowledge-Base component of the Virtual Service Desk.  For the purposes of JTOCC implementation, these process requirements are more focused on reactive Problem Management rather than proactive Problem Management.  Although Problem Management and Incident Management are separate processes, they are closely related; they use the same tools, and they use similar categorization, impact, and priority coding schemes.

1. The problem management process may be initiated by numerous JTOCC stakeholders, which include the End-User, CM Provider, CM Developer, Host Provider and/or JTOCC personnel.
2. Problem records may be initiated as a result of suspicion, proactive problem management, and/or the detection of an unknown cause for one or more incidents identified through the incident management process.
3. Tier 2 and Tier 3 service desk support are responsible for problem detection, identification, and the execution of the problem management process.  The CM Provider is responsible for providing Tier 2 and Tier 3 service desk personnel to include CM-specific SMEs who can effectively investigate, diagnose, and resolve CM problems.
4. Problems are logged in the NECC TMS with a date/time stamp by Tier 2 and/or Tier 3 service desk personnel, regardless of how they were detected.  Whenever possible the problem record will include cross-references to the trouble ticket numbers for the incidents which initiated the problem management process as well as any additional details that can be copied from the incident record itself. These details typically include:

· User details;
· Service details;
· Equipment details;
· Date/time initially logged;
· Priority and categorization details;
· Incident description;
· Details of all diagnostic or attempted recovery actions taken;
5. Problem categorization specifies the type of problem and identifies the affected components.  Over time categorization results are used to provide trend analysis on the type and frequency of problems across the enterprise.  Problems are categorized by the Tier 2 and 3 service desk personnel who record the problem.  The JPMO will develop policies, processes and hierarchies to describe the categorization methods implemented and executed by Tier 2 and Tier 3 service desk personnel.
6. Problems are prioritized according to their current and future impact to operations as well as the overall mission context for the CM in question.  Problem severity may be calculated by considering several variables which typically include: 

· Consideration of system recovery vs. system replacement;

· Resolution cost;

· Resourcing people and skill sets to fix the problem;

· Schedule constraints;

· Problem scope including effected systems and applications.
Problems are prioritized by the Tier 2 and 3 service desk personnel.  The JPMO will develop policies, processes and hierarchies to describe the prioritization methods implemented and executed by Tier 2 and Tier 3 service desk personnel.
7. Tier 2 and Tier 3 service desk personnel investigate and diagnose the root cause of the problem.  Problem category and priority dictate the appropriate level of resources and expertise applied to problem diagnosis.  The CMDB and other JTOCC tools may be used to identify CM dependencies, assess the impact to operations, and assist in pinpointing the root cause of the problem throughout the investigation.  Tier 2 and Tier 3 personnel document and record the data collected during the investigation.  Any additional data and documentation are referenced in the problem record.  Problem records are stored in the TMS to provide visibility at the physical Tier 1 level.  Problem record status may also be maintained on a notification page hosted in the virtual Tier 1 environment.
8. The CM Provider may implement temporary workarounds while working towards a more permanent solution.  Tier 2 and Tier 3 personnel document, record, and apply configuration controls to any temporary workarounds and/or solutions.  Workarounds should be described and documented in the problem record.  Workarounds may also be updated on another notification page hosted in the virtual Tier 1 environment and added to the Knowledge Base.
9. A known error record is created and posted to the virtual Tier 1 environment after diagnosis is complete.  Error records contain a complete description of the problem, diagnosis, temporary workaround, and future resolution.  The error record also provides a reference point for future incidents and ensures problem visibility across JTOCC stakeholder communities.  Tier 2 and Tier 3 service desk personnel create the error record and apply to the appropriate configuration controls in the CMDB and Configuration Management Repository.
10. In the event that a workaround or permanent problem resolution requires a change and/or reconfiguration of CM software or hardware the Request for Change (RFC) will initiate the change management process.  The workaround and long term resolution written into the problem record must reflect the initiation of the change management process.
11. Problem resolutions should be implemented as soon as scheduling permits.  The implementation timeline will depend on a CM’s specific mission context, current impact to operations, as well as existing inter dependencies with other CMs.  The organization or group responsible for the problem resolution will implement the problem solution.  
12. Problem records are closed once the problem has been resolved and a permanent solution is in place.  Problem records are closed by the Tier 2 and Tier 3 service desk personnel who initiated the problem management process.  Service desk personnel will update the corresponding incident and known error records to reflect the solution to the problem.
Multi-CM Problem Resolution:  The JPMO, through the JTOCC, has responsibility for the adjudication of all matters or incidents involving multiple CMs and/or services.  The JTOCC will provide Tier 2 SMEs for all multi-CM problems reported to the service desk.  Incident and Problem Management occurs for issues involving one or more interdependencies and may be resolved by analyzing the audit logs provided by the ESM tool set or by employing the ESM Service Dependency and interaction modeling function.  Once identified, critical issues requiring problem resolutions for specific back-office hardware and/or software components will be conducted on an as-needed basis by the designated SME for the particular CM or service.  To minimize the cost of personnel and resources, the JTOCC will require a triage of experts that can be called upon as needed to participate virtually in diagnostic efforts.
5.3. SERVICE MONITORING AND MANAGEMENT
5.3.1. Service Level Management
Figure 5-8 Service Level Management Process

Service Level Management Process:  The JTOCC serves as the high-level connection source to receive all CM ESM reports.  The main function of service monitoring and management is run time governance, which consists of Service Level Management (SLM) and SLA enforcement.  The JTOCC will serve as the clearinghouse for reporting statistics, verifying compliance with SLAs, and providing availability and performance metrics.  The focus for the JTOCC in the SLM function is to aggregate the results of ESM reports from the various CM Providers and provide solid metric information and trend analysis on issues such as quality of service, SLA enforcement, and all the other SLM disciplines.  The JTOCC will also maintain a close relationship with the NECC Service Desk infrastructure as well as the DISA NetOps Centers for Network Situational Awareness and NetCop reporting guidelines.  The specifics of JTOCC reporting to JTF-GNO are described in the NECC JTOCC NetOps CONOPS v1.6 document.  The SLM Process is outlined in Figure 5-8.
1.  (a) JTOCC personnel continually monitor and manage operational CMs using ESM runtime monitoring tools.  The CM Provider coordinates the installation and configuration of the ESM tool set with its host providers and service implementers for each deployment.  Availability, capacity, and continuity management requirements are incorporated as thresholds throughout the ESM implementation process.  Regardless of the solution implemented, it must be configured to provide JTOCC personnel with enough access to receive alerts and capture and record run time metrics.  As an alternative the CM Provider may delegate all or a portion of the ESM installation and deployment to a third party and/or the JTOCC.
1. (b) (c) As a corollary to the active alerting process illustrated in steps 1a.through 8, JTOCC personnel will continuously provide detailed trend analysis.  Trend analysis, which includes fault detection, failure identification, and determining degraded modes of operation, is critical to ensuring the continued health of operational CMs.  Runtime monitoring tools continuously provide trending data from which the normal utilization and service levels can be identified.  This operational baseline is used to identify exception conditions in the utilization of individual components which include breaches and/or near misses in the SLAs.  Data analysis may also be used to identify and/or predict:

· Future resource utilization;
· Current and future business growth;
· ‘Bottlenecks’ or ‘hot spots’ within the infrastructure;
· Inappropriate distribution of workload across available resources;
· Inefficiencies in the application design;l
· Unexpected increase in workloads or transaction rates;
· Inefficient scheduling or memory usage.
Component and service usage needs to be considered over the short, medium and long term, and at the minimum, maximum and average utilization for these periods recorded.
JTOCC personnel are also responsible for publishing on a weekly/monthly basis CM performance reports, which will include the status, SLA compliance, and trend results for all CMs.  The reporting schedule will vary from CM to CM and is negotiated in the ESM monitoring and management agreement between the CM Provider and the JTOCC.  Reports are delivered to the CM Provider and JPMO via email and are also made available through the virtual Tier 1 service desk and/or web interface of the ESM monitoring tools.  Reports, trends, and additional metrics will feed into the Capacity, Continuity, and Availability management functions described in separate sections of this plan.
2. The ESM solution provides Tier 1 service desk personnel with access to real time metrics and alerts for individual CMs and services.  The run time tool set will also automatically register warnings and violations based on the thresholds contained in each SLA.  Warnings and violations will trigger alerts, which are automatically sent to the CM Provider, Host Provider, End-User, and JTOCC control capability personnel.  The thresholds and ranges for individual metrics will vary from CM to CM and from metric to metric.  The JPMO must establish policies and procedures that specify the baselines for type, frequency, format, and configuration controls for metrics reported to the JTOCC.  The JPMO may negotiate specific metric requirements with individual CM Providers on a per capability basis.
3. JTOCC personnel who observe and/or receive an alert will employ run time test tools to verify specific warnings or violations prior to escalating the issue.

4. In-spec borderline warnings are recorded in the ESM database for the purpose of trend analysis.  Borderline alerts will be automatically sent to the CM Provider to warn them of the possibility of future violations.  The threshold levels, which trigger alerts, will vary from CM to CM but are typically 90% of the out-of-spec violation level.  Once the information is recorded and the CM Provider has been notified the JTOCC goes back into monitoring mode.

5. Out-of-spec or dead service warnings are recorded in the ESM database for the purpose of trend analysis.  Alerts will be automatically sent to the CM Provider, Host Provider, end-user, NetOps organizations, and additional control capability personnel.  A violation of this nature will start one if not all of the end-user Service Support processes.

6. End-User service support includes incident, problem and change management.  Details on these management functions can be found in the incident, problem, and change management process sections of this document.

7. Shortly after receiving an out-of-spec or dead service warning, JTOCC control capability personnel will verify that Tier 1 service desk personnel and the CM Provider have initiated end-user service support processes.  Control capability personnel will periodically update and edit weekly reports to reflect CM status and apply the appropriate configuration controls in the CMDB and Configuration Management Repository.

8. JTOCC control capability and Tier 1 service desk personnel will continually verify the CM’s status until it is made available or comes back into spec.  Once the CM is operating normally, the JTOCC will return to monitoring mode.
5.3.2. Capacity Management

Figure 5-9 Capacity Management Process
Capacity Management Process:  Capacity Management is the process by which the JTOCC tracks host capacity requirements associated with providing a service to the end-user within the users’ expectations of performance.  It also provides the basis for managing the capacity required to provide the service such that when demand exceeds current capacity, actions can be taken to provide additional capacity.  Capacity Management includes the activities required to monitor the performance and throughput of NECC services and the supporting infrastructure.
1. Resource utilization, SLM thresholds, and capacity requirements vary from CM to CM and are negotiated on an individual basis between the CM Provider and the JPMO.  The CM Provider will ensure threshold and utilization agreements are integrated with ESM runtime monitoring software so that meaningful in and/or out-of-spec reporting can occur.

2. The CM Provider and/or JTOCC personnel perform the Service Level Management function as described in the Service Level Management section of this document.  Out-of-spec, dead service, and SLA violations trigger automatic alerts which are sent to the CM Provider, CM Host, end-user, and Tier 1 service desk personnel.  Tier 1 service desk personnel execute the incident management process after receiving and verifying an alert.  The incident management process is described elsewhere in this document.

3. JTOCC personnel create SLM and resource utilization reports for stakeholders based on continuous trend analysis.  Stakeholders include the JPMO, CM Provider, Host Provider, JTF-GNO, and Service desk personnel.  Reports are made available to Tier 1 service desk personnel for the purpose of future incident and problem management and troubleshooting.  

4. The JTOCC trend analysis reports help the CM Provider to:

· Pre-empt performance issues by taking the necessary actions before they occur;
· Produce trends of the current component utilization and estimating the future requirements;
· Ensure that upgrades are budgeted, planned and implemented before SLAs and service targets are breached or performance issues occur;
· Actively seek to improve service performance wherever it is cost-justifiable;
· Tune and optimize the performance of services and components.
5. Based on JTOCC trend analysis the CM Provider will fine tune the CM capacity plan to reflect current and future capability needs and improve the capacity and performance of the capability.  The capacity planning and revision process is part of both the change and release management functions.  The original capacity plan is submitted as part of a change proposal or a new system design.  Capacity plans will typically include:

· Introduction;
· Management Summary;
· Business scenarios;
· Scope and terms of reference of the plan;
· Methods used;
· Assumptions made;
· Service summary;
· Resource summary;
· Options for service improvement;
· Costs forecast;
· Recommendations.
Fine tuning may be necessary to improve the performance of a particular service.  Tuning techniques include:

· Balancing workloads and traffic;
· Balancing disk traffic;
· Efficient use of memory.
6. Capacity changes are implemented as part of the formal Change Management process, which is described in Section 5.1.2 of this Execution Plan.  CMs are monitored immediately after capacity changes are implemented to ensure customers and services are unaffected.  Bear in mind that it may be necessary to make additional changes or roll back all or a portion of the original change.
5.3.3. Service Continuity Management

Figure 5-10 Service Continuity Management Process

Service Continuity Management Process:  Under the Service Continuity Management process, the JTOCC—in conjunction with the NECC JPMO Systems Engineering (SE) team—will plan for service recovery in the event of outages caused by natural disasters, power failures, hostile action, hacking, etc.  The JTOCC Continuity Plan ensures that all NECC services, in accordance with their SLA and mission criticality, can be restored as quickly and with as little disruption as possible.  The NECC JPMO SE team shall approve the Continuity Plan, and the Host Providers will implement it.  As the CMs and mission requirements evolve, so must the Continuity Plan.  It shall therefore be updated with each major CM revision.


1. The CM Provider is responsible for initiating the IT Service Continuity process.  This initiation process involves stakeholders from across the enterprise and will include Host Providers, end-users, and the JPMO.  Initial activities will include:

· Policy Setting – this will detail the management intention and objectives and make all members of the organization aware of their IT service continuity responsibilities;
· Specify terms of reference and scope – defines scope and responsibilities of all organizational staff.  This covers risk analysis, business impact analysis, etc;
· Allocate resources – this requires defining needed manpower, hardware, software and training identification;
· Define the project organization and control structure – use a recognized standard project planning methodology;
· Agree on project and quality plans – plans enable the project to be controlled and variances addressed. Quality plans ensure that the deliverables are achieved and to an acceptable level of quality.
2. The CM Provider will consider the overarching business requirements for IT service continuity with particular emphasis on how well an organization will survive a business interruption as well as the costs incurred.  To this end, the CM Provider will develop a business impact analysis, which quantifies the effects of a loss of service.  The CM Provider may also leverage the results of the risk analysis executed as part of the service level/availability management process.  Both documents provide a basis for the Business and IT Service Continuity strategies, which will include risk response measures and recovery options.
3. Once the strategies are approved, the IT Service Continuity Management Plan (ITSCM) is developed.  The management plan must provide for the either the continuous operation or immediate recovery of critical systems, services, and facilities.  ITSCM plan will include guidelines for the restoration of services and facilities, detailed descriptions of service dependencies, required testing, and data validation processes.  The JPMO will develop policies, processes, and framework for the development of ITSCMs.

4. The CM and/or Host Provider executes initial continuity testing to validate the selected strategies, standby arrangements, logistics, business recovery plans, and procedures.  The JPMO will develop policies and guidelines which address continuity test methodologies, processes, and tools.
5. JPMO policies and guidelines will describe what constitutes a successful test result.

6. The CM Provider reports the continuity test results to the JTOCC.  Test results are stored in the ESM database.

7. The CM Provider and the JTOCC execute the service level management process.  The service level management process is described in section 5.3.1 of this document.  The JPMO must establish policies and procedures that specify the baselines for type, frequency, format, and configuration controls for service continuity metrics reported to the JTOCC.
8. If the CM Provider, Host Provider, and/or JTOCC receive a service continuity alert, the alert is verified and the incident management process is initiated.  The processes and guidelines contained in the ITSCM Plan are tightly integrated with the incident management process.

9. As part of the incident management process the CM Provider initiates the recovery protocols described in the ITSCM Plan.
10. If the CM Provider is unsuccessful in restoring the IT service then the ITSCM Plan and recovery protocols are modified and re-executed.

11. The CM Provider and JTOCC will document the interruption and subsequent resolution and continue to monitor the enterprise.

5.3.4. Availability Management

Figure 5-11 Availability Management Process
Availability Management Process:  Maintaining a high level of service is the focus of Availability Management.  The JTOCC will monitor deployed systems and record factors that impact their availability.  These factors include service design flaws, environmental issues such as poor connectivity and high network latency, and unexpected interactions with other deployed (non-NECC) systems.  CM Providers will track these factors as they encounter them and report them to the JTOCC.  Some of these availability issues can be overcome with configuration changes and workarounds.  These will be noted in the issue database of the TMS.  For other more serious issues, the JTOCC will create RFCs for them and work them according to the Change Management process.
1. The JPMO negotiates availability requirements with the CPMO as part of the Joint Capabilities Integration and Development System (JCIDS) process.  Availability requirements are based on some combination of the measurements below:

· Percent available –This represents availability as a percentage and may be used to track and report achievement against a service level target;
· Percent unavailable – This is the inverse of the above;
· Duration – This is achieved by converting the percentage unavailable into hours and minutes.  This provides a downtime metric that can be compared to a downtime target;
· Frequency of failure – This is used to record the number of interruptions to the IT service;
· Impact of failure – This is the true measure of service unavailability. It requires a mature incident recording process wherein a users inability to perform their business tasks is the most important piece of information captured.

2. The CM Provider informs its Host Providers of CM availability requirements.  Availability requirements are only a small portion of the requirements that must be met by each of the Host Providers.

3. The CM and Host Providers perform an initial risk assessment and refine/develop availability and recovery plans.  The risk assessment, availability, and recovery plans are included with the CPs and are submitted as part of the change and/or release management processes.  The risk assessment identifies the risks and justifiable countermeasures that can be implemented to protect the availability of the service.  Risk is calculated as the product of the probability that an event or activity will occur and its impact on enterprise operations.  Risk Analysis is executed throughout the CM design phase and will typically address:

· Risks that may incur unavailability for services within the technology and Service Design;
· Risks that may incur confidentiality and/or integrity exposures within the Service Design.
The availability and recovery plans will be predicated on the results from the risk analysis and reflects the current and future needs of the business.  The Availability Plan enables the CM Provider to operate and improve services against the availability targets defined in SLAs and forecast future availability levels.  The CM Provider forecasts future availability levels and makes updates to the Availability Plan based on JTOCC trend analysis and reporting.  The Availability Plan will typically include:
· Objectives;
· Deliverables;
· Processes;
· Resources (personnel and tools).
The Availability Plan should evolve to cover the following:

· Actual levels of availability versus agreed levels of availability;
· Activities and progress towards addressing shortfalls in availability for existing services;
· Details of changing availability requirements for existing services. The plan should document the options available to meet these changed requirements;
· Details of the availability requirements for forthcoming new services. The plan should document the options available to meet these new requirements.
The Availability Plan should cover a period of one-to-two years, with a more detailed view and information for the first six months. The plan should be reviewed regularly, with minor revisions every quarter and major revisions every half year. Where the technology is only subject to a low level of change, this may be extended as appropriate.  The availability requirements contained in the SLA will be reflected in ESM thresholds and automated alerts.
4. As part of the change and/or release management process the CM Provider installs the CP/CM on one or more EGCNs and/or LGCNs.  The change and release management processes are detailed in section 5.1.2 and 5.1.3, respectively.

5. The CM Provider’s risk management responsibilities includes the identification, selection, and adoption of countermeasures based on the identified risks to assets, potential impacts to services if failure occurs, and the reduction of those risks to an acceptable level.  The JPMO will develop policies, processes, guidelines for identifying instances where new countermeasures are needed based on current and future availability requirements.
6. JTOCC personnel perform Service Level Management function as described in section 5.3.1 of this document.

7. JTOCC personnel and the CM Providers work to identify availability issues as being either isolated incidents or part of larger ongoing problems.  Isolated availability incidents trigger automated alerts and are handled as part of the incident and/or problem management processes.  However, availability issues that persist over time and are manifest in multiple incident and/or problem reports are handled by the availability management process itself.  The JPMO will develop policies, processes, and guidelines that identify the thresholds between isolated and long term availability issues.

8. The CM and Host Provider implement the recovery and availability plan.  The CMDB and Configuration Management repository is updated accordingly.

9. JTOCC personnel will verify that the service has been restored and is operating at the appropriate level of availability.  If the service has not been restored then the CM Provider will revisit, update, and execute its availability and recovery plans.
10. Control capability personnel investigate and report on all availability issues as well as the actions taken regardless of duration.  The reports and any accompanying data are deposited in the ESM database and are made available to the CM Provider, Host Provider, JPMO, JTF-GNO and other JTOCC personnel.

11. The CM Provider may conduct additional risk assessments and make periodic adjustments to CM availability based on JTOCC reporting and analysis.  The CM Provider will also update the availability and recovery plans accordingly.

5.4. JTOCC SUPPORT TOOLS AND THE FDCE
The NECC Technical Operations capabilities provide a comprehensive infrastructure and a suite of automated tools for managing and monitoring distributed services based applications, regardless of their platform, development environment, or physical location.  These processes and automated tools not only monitor and control the performance and reliability of SOA applications; they also manage service levels, automatically handle unexpected conditions, enforce security, and manage services through the lifecycle of the system. In order to provide operations support for CM monitoring and management, NECC will implement numerous functions in support of SOA runtime governance and management.  The following sections describe the tools NECC will use in support of the JTOCC.
5.4.1. Trouble Management Systems (TMS)
A Service Desk COTS product will be used by the NECC community that will provide an automated TMS, as per the NetOps System Readiness Checklist.  A common database and common TMS will be used across the NECC JPMO and CMPO community to synchronize all trouble tickets involving NECC CMs.  CPMO Tier 2 and 3 Service Desk personnel will access the common TMS remotely via the GIG.
The TMS is the center piece of the Service Desk software.  It is a computer software package that manages and maintains lists of issues needed by the NECC organization.  TMSs are commonly used in an organization's customer support call center to create, update, and resolve reported customer issues, or even issues reported by that organization's others employees. A trouble management/issue tracking system often also contains a knowledge base containing information on each customer, resolutions to common problems, and other such data. For security, trouble management/issue tracking systems will authenticate its users before allowing access to the system. 
The TMS will use the most common issue tracking system's design by using a database as the main storage repository for all data.  This data is managed by the business logic layer of the application.  This layer gives the underlying raw data more structure and meaning, preparing it for human consumption. The now human readable data is then presented to the support technician via email or web page.  The service desk personnel using the issue tracking system can create entirely new issues, read existing issues, add details to existing issues, or resolve an issue.  Anytime a user of the system makes a change, the issue tracking system will record the action and who made it, so as to maintain a history of the actions taken.  Each user of the system may have issues assigned to them, that is, that user is responsible for the proper resolution of that issue.  This is generally presented to the user in a list format.  The TMS software will include the following set of requirements:
· Provides Service Desk Basic Convention Database:  The database schemas should be made consistent through deployment of a common user interface and workflow enforced business rules;

· Provide TMS generated Notifications:  When a trouble ticket is submitted or modified, system generated notifications (emails) are created based on the type of transaction that was triggered.  These notifications can be sent to one person or a group of people;
· Allow Trouble Ticket Submission and Search:  Users can submit, search or obtain information on trouble reports via service desk internet access, local area networks, calls placed to the help desk representative, or email;
· Allow Ticket Assignments:  Trouble Tickets are automatically assigned to a group based on a valid selection made from the Project field.  Only valid members of the Assigned To Group can modify cases sent to them for action;
· Allows for User Role Assignments:  There are three functional User levels, Basic User, Service Desk Staff/Subject Matter Expert, and Service Desk Manager.  At each level, the user is given permission views of fields, forms, and functionality.  The Service Desk Manager is given full access to all of the system functionality, except the capability to delete records, which is a Database Administrative function;
· Request or Change Account Information:  Access to the Service Desk forms are password protected, users may request an account by contacting their Service Desk representative;
· Flashboard Functionality:  A flashboard is a dynamic, graphical representation of information in the database forms. Flashboards define what chart type displays the variables grouped in the data source. Depending on the type of flashboard used, the flashboard displays a single point (meter), or multiple points (line or bar charts, pie charts, or area charts).  This provides service desk metrics for the user community;
· Online Analysis Program:  The Online Analysis Program (OLAP) is a real-time web enabled tool employed to produce high-end detailed reports from selected data sources.  The data retrieved is dynamic and as the database changes, so will the reported metrics.  A user can view reports on their workstation or export it to a Microsoft Word document, Excel spreadsheet or PDF format.  A better understanding of the reporting features can be found by selecting the Help link on the reporting tool;
· TMS Reporting:  The TMS software will allow for reporting on any metric information.
5.4.2. Enterprise Service Monitoring

The JTOCC provides a comprehensive SLM toolset for managing and monitoring distributed services-based applications, regardless of their platform, development environment, or physical location.  These processes and automated tools not only monitor the performance and reliability of SOA applications; they also manage service levels, automatically handle unexpected conditions, enforce security, and manage services through the lifecycle of the system.
The NECC JTOCC SLM toolset must help to maintain the required level of service for each CM based on existing SLAs by monitoring and reporting on the CM while it is in operations.  CM and service specifications contained in the agreement provide for multi-level thresholds that may be used to generate warnings as agreements near violation, rather than simply alerting after violations have taken place.  These specifications provide the JTOCC support staff with the opportunity to resolve potential problems before they degrade the overall mission effectiveness for the capability.  The JTOCC provides the runtime tool set and personnel, which captures metrics and information for service level base-lining, trend analysis, historical reporting, and active problem mitigation.
The runtime performance metrics collection and reporting software package manages, monitors, and controls service levels, exception handling, security enforcement, and service lifecycle.  Metrics capturing software provides numerous functions in support of runtime governance and management.  Table 5-1 provides an example of the performance metrics required from an enterprise view as well as from specific Communities of Interest (COI) views.  Functional areas for effective SLM are described in broad terms in the subsections below.

	Metric
	Means
	Scope
	Notes

	Available
	WS-Transfer, WSRF, WS-Notification
	CM & Service 
	Simple Up/Down status of the resource

	Uptime
	Average of “Available” metric over time intervals
	CM and Node
	

	Network Inter-node Availability
	SMNP, WSDM
	CM
	

	Node Throughput
	SMNP, WSDM
	CM
	Based on the number of service invocations and messages processed

	Response Time
	SMNP, WSDM
	CM
	

	Version
	WSDM
	Service
	

	Material Date
	WSDM or UDDI
	Service
	Date product was created or last touched by the developer

	Install Date
	WSDM or UDDI
	CM
	

	Dependencies
	WSDM or UDDI or DDMS or SDD or SML/CML
	Service
	Dependency model for impact analysis. 

	Resource Utilization
	SMNP, Agents
	CM
	

	Exception Count
	WSDM
	Service
	SOAP Exception or other triggered alert condition

	TransactionTime
	WSDM
	Service
	

	Security
	WSDM
	Service
	

	IPAddress
	WSDM
	CM
	

	LifeCycle State
	WSDM
	Service
	WSDM or other management specifications provide for service lifecycle.

	Built in Test (BIT)
	WSDM
	Service
	Executing this provides a check on basic functionality of a given service endpoint

	AccessPolicy
	WS-Policy, WS-Agreement, XACML
	Service
	Perhaps at a Resource Level to express global access

	DistributionPolicy
	WS-Policy, WS-Agreement, XACML
	Service
	Perhaps at data level to express where the data is permitted external to the originating resource


Table 5-1 Capability Module and Service Metrics
Availability and Performance Metrics:  The availability, reliability, and performance metrics listed above can be accumulated over many resources as entered into the collection and reporting console or obtained from resource discovery actions.  The values can be made available as data back into the enterprise and therefore can be queried and visualized by anyone with access rights to the data.  This distribution of management data can be used by enterprise and local nodes to make autonomic decisions on how best to achieve their SLA. 
Alerts and Reporting:  The tool set must also generate alerts and provide reports to NECC JTOCC customers and community members as often as needed.  Reports may be consumed by third party COTS tools for presentations and programmatic documentation.  Alerts will be generated based on measured data.  These will be published in OASIS CAP format using Messaging Services and NECC standards for asynchronous data services.
The toolset active alerting provides immediate notifications to JTOCC personnel with regard to "out-of-spec" conditions or other service health and status information as defined by the operations staff or software developers.  It provides tools for creating and delivering important messages regarding the CM or service health to the appropriate JTOCC personnel, customers, or community members.  Alerts are generated and delivered to one or more recipients as a result of a specific event.  A partial list of these events and the intended recipients is detailed below:
· Alert Sources:

· Web service availability below user-defined percentage (based on measurements listed under “Availability Monitoring” above);
· Performance degradation below user-defined thresholds;
· Security violations and authorization failures;
· Simple Object Access Protocol (SOAP) faults (any or with specific fault-codes or fault-strings);
· Important (error) conditions detected within the content of requests or responses such as “xyz data source not found" or “status temporarily – error unknown,” etc.
· Alert Destinations:

· Email-based alerts to desktops and mobile devices for situations that require immediate attention to operations, stakeholders or Service Desk personnel;
· Notifications to other systems monitoring capabilities or COTS products.

Messages are placed in user-defined log files and may be consumed by home-grown monitoring solutions or reviewed and analyzed on a periodic basis.
Service Failover/Redirection:  The SLM toolset must be able to execute service failover/redirection.  NECC deploys the same CMs and services to multiple EGCNs to improve the overall robustness and reliability of the endpoint.  The SLM tool set must include functionality for:

· Determining failure not only by the transport-level errors such as HTTP 404, 500, etc., but via presence of SOAP faults within the response, specific SOAP fault codes, or even specific element values (say, “status unavailable – error unknown”) in a response without a fault;
· Re-routing failed requests to alternate instances, backup services or support for discovery other services similar in function;
· Providing request and response transformation capabilities (e.g., XSLT-based mediation) to morph the request into formats expected by the alternate endpoints (and the response into the format that would have been generated by the original endpoint), when necessary;
· Logging the details of each failover executed to a user-defined log file.
Traffic Blocking:  There will be periodic maintenance periods for all CMs and services to allow for updates to either the back-end databases or other resources consumed by the system.  To provide an uninterrupted window for maintenance, incoming service requests are temporarily blocked.  To enable a graceful blockade of traffic, the SLM tool set generates a custom SOAP fault to be returned to the service consumer for a specified period of time.
Message Logging:  The SLM tool set supports the logging of service requests and response messages to aid in debugging and error tracking.  This feature may be turned on and off or narrowed in scope.  For example, the user may choose to log only the faults or the logging may only be turned on when trying to debug a problem or resolve a multi-CM dependency issue.  This includes capabilities for:

· Logging of requests and responses (or faults) in pairs to facilitate debugging;
· Rapid searching of fault-containing request/response message pairs for rapid troubleshooting;
· Formatting XML data into human-readable form for usability;
· Logging operator-defined destinations including flat-files, other logging infrastructures, or as a feed to a custom developed logging Web service;
· Creating operator-defined formats for logging messages in full or in part;
· Writing specific messages to different log destinations based on their content (using XPATH to define the criteria) to enable custom auditing;
· Writing messages simultaneously to multiple log destinations for redundancy or back-up when necessary;
· Capturing house-keeping information such as timestamps, transport-level headers such as client IP address and username sending the request;
· Creating user-defined time-spans for which logs are preserved and rolled to help in optimization of hard-disk usage.
Service Dependency/Interaction Modeling:  Service Discovery and Dependency Analysis supports deployment and helps monitor service operations.  It provides a view of the service network and its relationships to help manage dependencies in a complex system.  This analysis also helps the users to visualize both the logical and the physical service network in a browser-based user interface.  The SLM tool set supports discovery and dependency analysis and includes the following monitoring functions:

· Model and represent all service containers in the NECC SOA;
· Auto-discover services resident on each container;
· Auto-discover deployment types and characteristics;
· Auto-track changes to service deployments;
· Classify containers and services by lifecycle stage;
· Auto-discover service interdependencies and relationships;
· Require no insertion of headers into messages or modifications to code;
· Work with all types of services, including Java and .NET;
· Service-to-service, endpoint-to-endpoint, and operation-to-operation message flow tracking;
· Provide real-time throughput and availability of each service node;
· Color-code graphs for rapid identification of operational issues;
· Zoom into the network to graphically assess service dependencies and outage impact;

· Drill-down to service endpoint structure to understand service and endpoint relationships.
5.4.3. Configuration Management

5.4.3.1. Definitive Service Library (DSL)

The JTOCC DSL is the physical library or storage repository wherein authorized master copies of CMs are placed.  Only authorized CMs are accepted into the DSL and strictly controlled by Change and Release Management processes.  The DSL is the central repository for provisioning the configuration controlled set of baseline CMs to both the EGCNs and the LGCNs.  The provisioning occurs on a “per capability" basis vice entire increment baseline.  The DSL must be compatible and integrated with the asset management and provisioning software, if available, to support configuration management and auto-deployment of CMs.  This repository is required to facilitate the utilization of a stable source of service and application content.  New NECC nodes or nodes, which are being upgraded, can obtain the CMs, CPs, and data from this secure, trusted repository as needed.  The DSL provides the JTOCC with required functions and controls including:

· Security.  The Definitive Service Library (DSL) secures the JTOCC’s software and service assets from deliberate or accidental loss and unacceptable levels of risk to source code.  The DSL provides an easy way to rematerialize past configurations and to protect assets from accidental restoration to a past configuration atop existing work;
· Stability and Control.  The DSL supports the application of controls with regards to personnel responsible for code or service changes and will oversee how changes made flow from integration to operations;
· Auditing.  The DSL supports the ability to execute ad-hoc queries and generate standard and/or customized reports detailing the lineage for specific software components and services contained in one or more CMs and CPs;
· Reproduction.  The DSL provides the JTOCC with the ability to quickly reproduce and/or rollback to previous CM and/or CP versions;
· Scaling.  The DSL provides for the creation of parallel sets of files and directories in support of modifications to the configuration and/or functionality of individual CMs and CPs deployed to multiple computing nodes for one or more organizations.;
· Traceability.  The DSL provides the JTOCC with the ability to easily compare and display differences amongst and/or between working copies, previous revisions, and the current ‘master copies’ of CMs, CPs, and software components.
5.4.3.2. Configuration Management Database (CMDB)

The CMDB provides the foundation for effective and efficient ITIL management functions, which should include but not be limited to configuration, change, problem, incident, availability, continuity, and capacity management.  A true CMDB, which has all the qualities of a typical configuration repository, should provide the enterprise with four additional configuration control functions: federation, reconciliation, synchronization, and visualization/mapping.  The CMDB should effectively federate existing configuration data sources across multiple IT domains (development, asset management, Service Desk, etc.) to provide a centralized and coalesced view of the IT infrastructure and the relationships therein.  However, as the NECC is planning on a limited CM deployment in FY08 it is not necessary to implement a comprehensive and costly CMDB solution.

In the near term, the JTOCC will utilize a configuration management repository to implement runtime configuration management.  Although this repository will not provide the JTOCC with several advanced CMDB configuration control functions including federation, reconciliation, synchronization, and visualization/mapping, it will provide the basis for sound configuration management processes and activities.  The near term configuration management repository may be the same repository as the DSL but does not necessarily have to be.  This repository will store version information for all the software components of a CM.  Since the repository will maintain and digest values on all content, the JTOCC personnel can execute a consistency check on any node, especially at the time of application modification.
In the near term, the configuration management repository will provide the following functions and controls:
· Access Controls.  The CMDB provides an appropriate set of access controls to ensure accurate and up-to-date information is provided to multiple stakeholders across the enterprise.  The JTOCC provides stakeholders from the JPMO, CPMO, User community and NetOps COI with access to the CMDB;
· Granularity.  The configuration management repository provides enough granularity to both accurately reflect enterprise IT assets and facilitate the rapid identification of components that are the root cause of system-performance issues or other service-impacting incidents;
· Reproducibility.  The configuration management repository provides the JTOCC with the ability to quickly reproduce previous configurations for one or more CM or CP components;
· Governance.  The JPMO must develop, implement, enforce, and maintain the relevant policies and processes in association with the configuration management repository.  Repository access controls and functions will reflect JPMO policies and processes.
NECC will use the Application Content Services (ACS) specification as the blueprint for its DSL and Configuration Management repository. ACS supports a variety of meta-data description languages (SDD, CDDLM, etc) and it supports several key objectives of runtime configuration management:

· Asset Accountability;
· License Tracking;
· Version Management;
· Impact Analysis.

Given a trusted repository and a trusted delivery system, coupled with security management and policies, content can be added and distributed without compromising certification and accreditation status.  
5.4.3.3. Change Management Repository

A comprehensive change management process requires the development, deployment, administration, and maintenance of a change management repository that is accessible from across the enterprise.  The change management repository is dedicated to providing the appropriate access controls and functions for creating, disseminating, and processing change requests.  The JTOCC change management repository will provide:

· Access Controls.  The JTOCC provides stakeholders from the JPMO, CPMO, User community and NetOps community of interest (COI) with access to the change management repository.  The JPMO will develop, implement, and enforce policies and processes that specify the appropriate level of access (e.g., none, read-only, read-write, admin, etc.) for communities, groups, and individuals including the Engineering Review Board (ERB) and local Configuration Control Boards (CCB).
· Granularity and Precision.  In order to provide an accurate, up-to-date, and unambiguous basis for change management, the repository provides the granularity required to accommodate one-or-more hierarchies and/or categories of change.  The repository will also accommodate hierarchies for major and minor changes as well as categories for change based on:

· New and/or modified capability requirements;

· New and/or modified capability module (CM) or capability package (CP) functionality;

· Corrections for defects or deficiencies;

· Licensing; and

· New and/or CM and CP hardware and/or software configurations.
· Auditing.  Organizations, groups, and individuals are able to easily query, sort, compare, and analyze configuration items (CI) stored in the change management repository.  The change management repository maintains the integrity of stored CIs through quick identification and resolution of multiple instances on the same CI.  The repository will provide functions and controls in support of creating and maintaining CI audit trails;
· Visibility.  As CIs are created, modified, assigned, and closed as part of the ERB and/or local CCB process, the change management repository provides email alerts and updates to the appropriate organizations, groups, and individuals.
5.4.4. Knowledge Database

The knowledge management system will be used to author, approve and record solutions associated with operational CMs.  This knowledge base will contain frequently asked questions, user guides and previous incident and problem reports.   The knowledge base will be tightly integrated with a trouble management system and will: 

· Empower users and customers to help themselves to previously captured knowledge and data;

· Allow service personnel to take advantage of previously researched solutions, instead of researching the same solutions over and over again;

· Provided answers and solutions are consistent, accurate and up-to-date;

· Lower overall operational cost by lowering training, customization, administrative and software costs.

The Knowledge base software should provide the features below: 

· Various search methods;
· Customer access control;
· Document authoring;
· Can be integrated with the TMS;
· Leverage TMS security system;
· Scalable;
· Provides reporting features.
5.4.5. Enterprise Collaboration

The NCES Collaboration services provide a collaboration solution to the DoD enterprise enabling synchronous communication and asynchronous file-sharing over the network.  This allows GIG users to deliver presentations, view, edit, and graphically annotate documents, share applications, and collaborate in real-time with remote co-workers.  Collaboration capabilities include the following:

· Web Conferencing - Supports point-to-point and multi-point conferencing sessions over the internet.  Provides white-boarding and note taking ability for all participants that allows users to share an image at the same time and to write information 'on top' of the image in a serial manner;
· Person Discovery - utilizes security services to allow use of the global directory service and foundational discovery services to provide a filter for user-defined search criteria of people and devices;
· Instant Messaging - Provides the capability for instant messaging and text collaboration for any number of authorized users allowing them to initiate and participate in low bandwidth text chat sessions;
· Integrated Voice over Internet Protocol Services - Supports collaboration through voice and video conferencing over the network;
· Collaborative Workspaces - Provide a place where authorized users can publish, manage, and retrieve information of all file types;
· Application Sharing - Allows authorized users to share and broadcast an application running on that user's computer or a portion of the user’s desktop with other users as part of a collaboration session.
5.4.6. JTOCC Information Portal

The Defense Knowledge Online (DKO) enterprise service portal will serve as the central entry point for all U.S. Department of Defense and authorized users to access Defense Department and government networks, which support operations, missions and critical supporting processes for U.S. military forces worldwide.  The JTOCC will leverage this portal in order to provide access to the collective resources and services of the JTOCC, which include the processes, and tools that enables users to efficiently and securely collaborate and share information, provide an accredited instant messaging capability that allows for secure chats, and integrates with security services for increased security and administration.  The JPMO will stand up and maintain individual instances of the information portal on the Non-Secure Internet Protocol Router Network (NIPRNET) and Secret Internet Protocol Router Network (SIPRNET). 
5.4.7. NECC FDCE
The FDCE provides for a persistent, operationally realistic environment in which Materiel Provider, Test and Evaluation,  CM Provider, Host Provider, and End-User communities can execute their responsibilities to develop, evaluate, and certify new capabilities prior to their being fully deployed onto the GIG.  The FDCEs Development, Developmental Piloting, and Operational Piloting stages provide a framework for the incremental and parallel development, testing, and certification of net-centric web services.  The JPMO will develop JTOCC polices, processes, tools, and specifications that are aligned and/or integrated with the FDCE framework and infrastructure.  JTOCC service management functions will effectively mirror their FDCE analogs wherever possible.  The JTOCC will also leverage existing FDCE tools, test methodologies, configuration controls, knowledge base materials, and infrastructure to avoid redundancies and promote common standards and specifications. 
5.5. WAIVER PROCESS
Under certain circumstances, materiel developers may request and the JPMO may grant waivers for compliance with the specifications contained in this document. Some specifications and standards can be waived, some cannot be waived, and some can be waived for a limited period of time. Specific waiver guidance for the JTOCC is as follows:

1. Delivery by the CPMOs to the JTOCC of software in CP form cannot be waived;
2. Full implementation of all service instrumentation interfaces may be temporarily waived provided the materiel developer presents a schedule for full compliance.
Appendix A - Acronyms

Note:  Appendix A has not been updated to include any terminology that may be specific to the ITIL framework and service management processes.
	Acronym
	Definition

	ACS
	Application Content Services 

	AOR
	Areas of Responsibility

	C&A
	Certification and Accreditation

	C2
	Command and Control

	C2C
	Command and Control Capabilities 

	CAE
	Component Acquisition Executives 

	CC
	Control Center 

	CCB
	Configuration Control Board 

	CDD
	Capability Development Document 

	CI
	Configuration Item

	CL
	Confidentiality Levels 

	CM
	Capability Modules 

	CM
	Configuration Management

	CMDB
	Configuration Management Database

	CMS
	Configuration Management System

	COCOM
	Combatant Command 

	COI
	Community of Interest 

	CONOPS
	Concept of Operations 

	COOP
	Continuity of Operation Procedures

	COTS
	Commercial Off-The-Shelf (software) 

	CP
	Capability Package

	CPM
	Component Program Managers 

	CPMO
	Component Program Management Offices 

	CS
	Change Schedule

	CTP
	Capability Transition Period 

	DECC
	DISA Enterprise Computing Center

	DIACAP
	DOD Information Assurance Certification and Accreditation Program

	DIL
	Disconnected/Intermittent/Limited-bandwidth 

	DISA
	Defense Information Systems Agency 

	DKO
	Defense Knowledge Online

	DNC
	DISA NETOPS Center

	DOD
	Department Of Defense 

	DOL
	Defense Online 

	DOT_LPF
	Doctrine, Organization, Training, Leadership and education, Personnel and Facilities

	DSL
	Definitive Service Library

	EGCN
	Enterprise GIG Computing Node 

	ESM
	Enterprise Service Measurement

	ERB
	Engineering Review Board 

	FAQ
	Frequently Asked Questions

	FDCE
	Federated Development and Certification Environment 

	FoS
	Family of Systems 

	FSO
	Facility Security Officer

	FY
	Fiscal Year

	GCN
	GIG Computing Node

	GIG
	Global Information Grid 

	GISMC
	GIG Global Infrastructure Service Management Center

	GNSC
	Global NETOPS Support Center

	GOTS
	Government Off The Shelf (software) 

	HTTP
	Hypertext Transfer Protocol

	I&TP
	 Integration & Technical Piloting

	IA
	Information Assurance 

	IAVA
	Information Assurance and Vulnerability Assessment

	IAW
	In Accordance With

	ICT
	Information & Communications Technology

	IT
	Information Technology

	ITIL
	Information Technology Infrastructure Library

	ITSCM
	IT Service Continuity Management Plan

	JCIDS
	Joint Capability Integration and Development System

	JPEO
	Joint Program Executive Office

	JPM
	Joint Program Manager

	JPMO
	Joint Program Manager Office 

	JTF-GNO
	Joint Task Force – Global Network Operations

	JTOCC
	Joint Technical Operations Control Capability

	LAN
	Local Area Network 

	LDAP
	Lightweight Directory Access Protocol

	LGCN
	Local GIG Computing Node

	LSA
	Logistical Support Analysis

	MDA
	Milestone Decision Authority 

	MS
	Milestone 

	NCES
	Net-Centric Enterprise Services 

	NECC
	Net-Enabled Command Capability 

	NetCop
	Network Common Operations Picture

	NetOps
	Network Operations

	OASIS-CAP
	Common Alerting Protocol 

	OLAP
	Online Analysis Program

	OPTEMPO
	Operational Tempo

	OUSD
	Under Secretary of Defense 

	PA&E
	Program Assessment and Evaluation 

	PM
	Program Manager 

	PMO
	Program Management Office 

	POC
	Point of Contact

	PSO 
	Projected Service Outage

	RDMS
	Report Distribution Management System 

	RFC
	Request For Change

	SA
	Support Agreement

	SCO
	Shareable Content Object 

	SLO
	Service Level Offering 

	SE
	System Engineering 

	SEP
	Systems Engineering Plan 

	SLA
	 Service Level Agreements

	SLM
	Service Level Management

	SME
	Subject Matter Experts 

	SQL
	Structured Query Language

	SOA
	Service Oriented Architecture

	SOAP
	Simple Object Access Protocol

	SOP
	Standard Operating Procedure 

	SOW
	Statement of Work

	TMS
	Trouble Management System 

	TNC
	Theater NETOPS Center

	USD
	Under Secretary of Defense 

	USJFCOM
	United States Joint Forces Command 

	VSD
	Virtual Service Desk

	WS
	Web Service 

	WSDL
	Web Service Definition Language

	XML
	 eXtensible Markup Language

	XPATH
	 XML Path Language

	XSLT
	eXtensible Stylesheet Language Transformation
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Appendix C – Definitions

Note:  Appendix C has not been updated to include any terminology and/or definitions that may be specific to the ITIL framework and service management processes.
	TERM
	DEFINITION

	Availability Management
	The Availability Management process ensures that the level of service availability delivered in all services is matched to or exceeds the current and future agreed needs of the business, in a cost-effective manner.

	Capability
	The ability to achieve a desired effect under specified standards and conditions through combinations of means and ways to perform a set of tasks. It is defined by an operational user and expressed in broad operational terms in the format of a joint or initial capabilities document or a joint doctrine, organization, training, materiel, leadership and education, personnel, and facilities (DOTMLPF) change recommendation. In the case of materiel proposals, the definition will progressively evolve to DOTMLPF performance attributes identified in the capability development document and the capability production document. 

	Capability Module
	A combination of materiel and non-materiel solutions (e.g. consumption of an existing service) packaged for testing and certification in response to a capability need. 

	Capacity Management
	The Capacity Management process ensures that cost-justifiable IT capacity in all areas of IT always exists and is matched to the current and future agreed needs of the business, in a timely manner.

	Change Management
	The change management process ensures that standardized methods and procedures are used for efficient and prompt handling of all changes, all changes to service assets and configuration items are recorded in the Configuration Management System and overall business risk is optimized.

	Collaboration
	Collaboration is joint problem solving for the purpose of achieving shared understanding, making a decision or creating a product. It allows experts to integrate their perspectives to better interpret situations and problems, identify candidate actions, formulate evaluation criteria, and decide what to do. In the context of NetOps C2, collaboration is used to coordinate the development of decisions and actions across multiple basic NetOps C2 process loops.

	Community
	A collaborative group of users who must exchange information in pursuit of their shared goals, interests, missions, or business processes and who therefore must have shared vocabulary for the information they exchange.

	Configuration Management
	The configuration management process identifies, controls, records, reports, audits and verifies service assets and configuration items, including versions, baselines, constituent components, their attributes, and relationships, accounts for, manages and protects the integrity of service assets and configuration items (and, where appropriate, those of its customers) through the service lifecycle by ensuring that only authorized components are used and only authorized changes are made, it protects the integrity of service assets and configuration items (and, where appropriate, those of its customers) through the service lifecycle and ensures the integrity of the assets and configurations required to control the services and IT infrastructure by establishing and maintaining an accurate and complete Configuration Management System.

	Environment:
	The governance, processes, and infrastructure that collectively facilitates a specific set of information technology activities.

	Federated
	The unified operation of disparate and autonomous elements wherein governance is shared between a central authority and constituent units balancing organizational autonomy with enterprise needs.

	Global Information Grid
	The Global Information Grid and its assets are defined in DoD Directive 8100.1, as follows:

· Globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to End-Users, policy makers, and support personnel.  The GIG includes all owned and leased communications and computing systems and services, software (including applications), data security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems (NSS) as defined in section 5124 of the Clinger-Cohen Act of 1996.  The GIG supports all DoD, National Security, and related Intelligence Community (IC) missions and functions (strategic, operational, tactical, and business) in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).  The GIG provides interfaces to coalition, allied, and non-DoD users and systems.

· The GIG includes any system, equipment, software, or service that meets one or more of the following criteria:

· Transmits information to, receive information from, routes information among, or interchanges information among other equipment, software, and services.

· Provides retention, organization, visualization, information assurance, or disposition of data, information, and/or knowledge received from or transmitted to other equipment, software, and services.

· Processes data or information for use by other equipment, software, and services.

Non-GIG IT – Stand-alone, self-contained, or embedded IT that is not or will not be connected to the enterprise network.

	Global NetOps Center
	The JTF-GNO Command Center responsible for executing the daily operation and defense of the GIG. The GNC directs, manages, controls, monitors, and reports on essential elements and applications of the GIG in order to ensure its availability to support the needs of the President, SecDef, Combatant Commanders, Services, Agencies, business and intelligence domains.

	Incident Management
	Incident Management is the process for dealing with all incidents; this can include failures, questions or queries reported by the users (usually via a telephone call to the Service Desk), by technical staff, or automatically detected and reported by event monitoring tools.

	Information Technology Infrastructure Library (ITIL)
	ITIL (the IT Infrastructure Library) is the most widely accepted approach to IT service management in the world.  ITIL provides a cohesive set of best practice, drawn from the public and private sectors internationally.


	IT Service Continuity Management
	The IT Service Continuity Management process supports the overall Business Continuity Management process by ensuring that the required IT technical and service facilities (including computer systems, networks, applications, data repositories, telecommunications, environment, technical support and Service Desk) can be resumed within required, and agreed, business timescales.

	Materiel Provider
	Commercial, nonprofit, government, or private individuals and organizations responsible for the conception, development, and implementation of materiel solutions on the global information grid.

	Materiel Solution
	Correction of a deficiency, satisfaction of a capability gap or incorporation of new technology that results in the development, acquisition, procurement or fielding of a new item (including ships, tanks, self-propelled weapons, aircraft, etc., and related software, spares, repair parts and support equipment, but excluding real property, installations and utilities) necessary to equip, operate, maintain and support military activities without disruption as to its application for administrative or combat purposes.

	Net-Centricity
	Net-centricity is "the realization of a robust, globally networked environment (interconnecting infrastructure, systems, processes, and people) within which data is shared seamlessly and in a timely manner among users, applications, and platforms. By securely interconnecting people and systems, independent of time or location, net-centricity enables substantially improved military situational awareness and significantly shortened decision making cycles. Users are empowered to better protect assets; more effectively exploit information; more efficiently use resources; and unify our forces by supporting extended, collaborative communities to focus on the mission."

	Net-Centric Enterprise Services
	Net-centric enterprise services will provide DoD organizations ubiquitous access to reliable, decision-quality information through net-based services infrastructure and applications to bridge a real-time or near-real-time community of interest (COI).  The services will empower the edge user to pull information from any available source, with minimal latency, to support the mission.  Its capabilities will allow GIG users to task, post, process, use, store, manage and protect information resources on demand for warriors, policy makers and support personnel.

	NetOps
	NetOps is defined as the operational construct consisting of the essential tasks, situational awareness, and command and control that Commander, US Strategic Command will use to operate and defend the Global Information Grid.  NetOps will provide assured net-centric services in support of DoD’s full spectrum of war fighting, intelligence, and business missions throughout the GIG, seamlessly, end-to-end.

	Problem Management
	Problem Management is the process responsible for managing the lifecycle of all problems. The primary objectives of Problem Management are to prevent problems and resulting incidents from happening, to eliminate recurring incidents and to minimize the impact of incidents that cannot be prevented.

	Release Management
	The release management process ensures that there are clear and comprehensive release and deployment plans, the release package can be built, installed, tested and deployed efficiently to a deployment group or target environment successfully and on schedule, a new or changed service and its enabling systems, technology and organization are capable of delivering the agreed service requirements, i.e. utilities, warranties and service levels, there is minimal unpredicted impact on the production services, operations and support organization and customers, users and Service Management staff are satisfied with the Service Transition practices and outputs, e.g. user documentation and training.

	Service Level Management
	The Service Level Management process ensures that an agreed level of IT service is provided for all current IT services, and that future services are delivered to agreed achievable targets.  Proactive measures are also taken to seek and implement improvements to the level of service delivered.

	User
	Any member of the warfighting, business, or intelligence communities who consumes net-centric capabilities.
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Database


CM Developer delivers and deposits each CP in  the Definitive Service Library (DSL)


JTOCC personnel verify that all additional configuration items are included with the CP and works with the CM Developer to enter each into the CMDB


CP delivery complete?


All acceptance tests       passed?


Is the CP running and    reporting to ESM?


CM Provider deploys and provisions CP to EGCN/LGCN.


JTOCC reports and/or records CP versions, dependencies, and Tier 2 and 3 support policies and knowledge base information to the Service Desk, JPMO, and CPMO.


CM Provider deploys and configures the ESM agent/tool.


JTOCC personnel work with the CM Developer to transfer knowledge base materials (known errors, problem reports, FAQs, quick fixes, etc.)  to the virtual tier 1 service desk


JTOCC personnel ensure that the CM provider sets up the web-based training module for the CM.


JTOCC provides initial reports on service desk, CP training, ESM configuration, SLA compliance and CP acceptance testing


JTOCC provides weekly reports on versions, installation locations, and CP dependencies by location


JTOCC updates the CMDB with all CM information



