CORENet Technical Architecture

1.0 BACKGROUND. 
CORENet is the corporate DISA Information System (IS) managed by the DISA Information Systems Center (DISC) that provides administrative IT services, such as e-mail, office productivity applications, and Internet and intranet access, to the Office of the Director, DISA and his supporting directorates.  This network provides administrative IT services to 75% of the DISA employee base.  It is comprised of the baseline data and telecommunications infrastructure installed and operational at the Headquarters, DISA, and its national capital region (NCR) and remote elements. 

2.0 The CORENet Enterprise Network.
The CORENet consists of an unclassified, but sensitive, network, and a smaller, secret-high network (CORENet-C).  At present, Local Area Networks (LANs) are located at 38 DISA facilities worldwide
; classified LANs have been established at select DISA sites.  The classified infrastructure and user population is approximately 20% the size of the unclassified DISANet.  The Wide Area Network (WAN), network, system and application/services configurations of the classified network conform to that of the unclassified enterprise CORENet, with the exception that not all services have been fully implemented, nor are all services available network wide.    The CORENet sites are as follows:
2.1 NCR region:

· Communications Management Control – Sterling, VA
· Columbia Pike - Falls Church, VA
· DoD Network Info Ctr (NIC) – Vienna, VA

· BRAC Liaison Office - Fort Meade, Odenton, MD
· Headquarters – Arlington, VA

· Hoffmann Bldg – Alexandria, VA
· Naval Ordnance Station - Indian Head, MD 

· North Fairfax, Arlington, VA
· Pentagon – Arlington, VA
· Seven Skyline Place - Falls Church, VA
· Skyline Complex - Falls Church, VA
· White House Communications Agency

2.2 CONUS

· Alternate National Military Command 
· Annapolis, MD 

· Chambersburg, PA 

· Fort Detrick, MD
· Fort Huachuca , AZ

· Fort Monmouth, NJ
· MacDill AFB, FL

· Miami, FL
· Norfolk, VA 
· Peterson AFB, CO

· Scott AFB, IL (two facilities) 

2.3 OCONUS

Europe/Middle East
· Bahrain

· Brussels, BE
· Sembach, GE 
· Stuttgart, GE
Pacific
· Camp Smith, HI
· Elmendorf, AK 
· Enhanced Mobile Satellite Services, HI

· Ford Island,  HI

· Guam FO
· Korea FO
· Okinawa FO
· Wheeler AFB, HI

· Yokota FO
2.4 As of 1 Mar 2008, there are approximately 8600 users of the unclassified CORENet.  User populations at the different sites range from five to 2000. Users are grouped in the major geographical areas as follows:

· 5075 - NCR 




· 2525 - CONUS
·   525 - Europe/Middle East

·   475 - Pacific

3.0 Network Infrastructure

3.1 Cable Plant.  The physical network environment of the CORENet is based on Unshielded Twisted Pair (UTP – Category 5 and Category 6) and SC/ST and MTRJ multi-mode fiber cable plants.  Multi-mode fiber cable is used for building wiring and for campus backbones where required, such as on the DISA Headquarters compound.  These cable plants support IEEE 802.3 10Mb/100Mb/1Gb Ethernet and the DoD TCP/IPv4 protocol stack.

3.2 Backbone Networks.  Gigabit Ethernet backbones have been implemented at the majority of CORENet sites, with 100Mb switched Ethernet services to client systems (servers, user workstations, printers, etc.).  A minority of smaller sites are still supported through a 100MB Ethernet backbone.  Implementation of a 10 GB Ethernet backbone has begun as part of lifecycle maintenance of the network, with upgrades of services to client systems user workstations from switched 100Mb Ethernet to switched Gigabit Ethernet.  Cisco switches providing Layer 3 switching services are the standard backbone network device, with 65xx series systems providing core switching services and 65xx and 47xx switches providing wiring closet distribution services to client systems.  Redundant core switches with failover capabilities and redundant connections to distribution layer switches are deployed at larger (100+ users) sites.  Smaller switches are used for specialized distribution services, such as in classrooms, laboratory/test beds, etc.
3.3 Transport Services.  All CORENet LANs connect to the Defense Information Systems Network (DISN)/Global Information Grid (GIG) TCP/IP backbone network for Wide Area Networking (WAN) services and Internet connectivity.  All NCR CORENet sites are connected to either or both of two Metropolitan Area Network (MAN) services.  These are 1) an Asynchronous Transfer Mode (ATM) provided by Verizon, providing transport at speeds up to 155Mbps and 2) Verizon’s Transparent LAN Service (TLS) for site-to-site Ethernet connectivity.  TLS is an all-fiber Metro-LAN that carries traffic at native LAN speeds.  DISA sites connect to TLS via 10-, 100-, or 1000-Mbps Ethernet links.  Two NCR sites and Indian Head connect directly to the DISN/GIG through CORENet Cisco routers and equivalent DISN/GIG WAN network devices.  In turn, the other NCR sites connect to the DISN/GIG via connectivity through these three “direct-connect” sites. 
3.4 The Logical Network Environment.   TCP/IPv4 is the transport protocol, running over a Layer 3 switched network.  Standard Virtual LAN (VLAN) protocols are used to create logical Layer 2 domains for performance and security purposes.

4.0 Security Architecture.
Following DOD and FSO guidance on the use of a defense-in-depth strategy, the DISC has established a security architecture to protect the CORENet secure enclave and the assets therein.

4.1 A  Firewall (Cyberguard) is placed on the inside of the DISN connected perimeter router of each CORENet LAN to establish a secure enclave.  In addition, router Access Control Lists (ACLs) are placed on the perimeter routers.  These security measures are in-line with the Field Security Operations (FSO) Security Technical Implementation Guidelines (STIGs).  Since some data must be made available to non-CORENet DOD or Federal Agency users or the public, Intranet and Public DMZ(s) are established on the enclave firewalls.
4.2 To protect the data traversing the MAN and WAN connections, as well as to tunnel unsupported ports and protocols required by the enterprise network and services, Secure Internet Protocol Virtual Private Networks or IPSec VPN(s) are established between all CORENet sites and the primary CORENet sites.  Other community of interest VPN(s) are established as needed.  However, the CORENet is planning on establishing a complete VPN mesh between all DISN connected CORENet sites.  The IPSec VPN(s) are established between the sites CORENet perimeter routers on the NCR MAN, and between the sites CORENet enclave firewall for those sites connected to the DISN.
4.3 Intrusion detection and intrusion prevention systems of various types are deployed on the network.  These include network-based and host-based systems.  Intrusion Detection appliances are deployed on the inside of enclave firewalls.  These devices monitor the traffic flowing in an out of the enclave.  They help determine and tune the effectiveness of the router ACL(s) and firewall rule set.  These devices also help detect any insider threats to the network.   An enterprise Wireless Intrusion Prevention system, Air Defense Enterprise 7.2, is being deployed in response to the growing 802.11 Wireless LAN and Bluetooth security threat and in preparation for the future deployment of 802.11 WLAN services for CORENet users.  The initial facility installation has been completed at Seven Skyline Place in the NCR.  Finally, additional client security measures have been, or are being implemented on the CORENet.   Standard deployed services include enterprise-based anti-virus services and e-mail spam and malware detection and removal services.  Services now being deployed include a hierarchical, DoD-enterprise Host Based Security System (HBSS) (McAfee Host Intrusion Prevention System and ePolicy Orchestrator) that will provide security policy and configuration management for network clients (servers and PCs) and proactive client protection against malware and other security attacks, a host-based Wireless Intrusion Detection application (AirDefense Personal) to be loaded on all CORENet notebook PCs, and an enterprise, centrally managed, PKI-enabled hard-drive encryption service (SafeNet ProtectDrive) that will be installed on all CORENet notebook PCs.  Finally, initial planning has been completed for the deployment of a Cisco Network Admission Control infrastructure on the unclassified CORENet network in the NCR, with a planned eventual deployment on the remainder of the unclassified network.  This infrastructure will provide a range of in-band and out-of-band network access control services, to include device and user authentication, vulnerability assessment, policy compliance, device quarantining and remediation, and headless device support.  Although milestones have not been developed, it is expected that the services will be operational at one or more major NCR CORENet sites by the end of 2008.  
4.4 A security infrastructure, dedicated software tools, and processes have been deployed to maintain the security integrity of all network assets.  These include an enterprise device patch management capability for all relevant network, server and client devices, the maintenance of network, system and device security configurations as documented in the DISA Field Security Operations (FSO) Security Technical Implementation Guides (STIGs), scanning of all relevant systems for IA vulnerabilities, performing remediation for identified vulnerabilities, and managing the vulnerabilities and remediation information in a security management database.

5.0 Network Services. 
The CORENet uses Microsoft Active Directory services.  The unclassified network is managed as two active directory forests, each with multiple domains.  The classified network is managed as a single active directory forest with multiple domains.  Users now access and are authenticated to their network accounts via X.509 certificates using the DoD Public Key Infrastructure (PKI) and the DOD smart card, known as the Common Access Card (CAC).  At present, group and network administrator accounts are still accessed through user names and passwords. 
5.1 Enterprise network services include distributed database, e-mail, productivity applications, calendar, Internet access, and Automated Message Handling Service (AMHS) formal messaging.  Additional services will be provided as new commercial products become available and a requirement is identified.  Applications and services provided to CORENet users are identified in more detail in the CORENet Services Appendix.

5.2 CORENet also provides network access to other services.  These include:

· DOD Net-Centric Enterprise Services (NCES) as they are fielded (such as the present DOD collaboration tool suites);

· DISA functional applications hosted at Defense Enterprise Computing Center (DECC) facilities world-wide;
· Organization- and mission-oriented databases, applications and services maintained on non-CORENet networks.  The unclassified network is managed as two active directory forests, each with multiple domains.  The classified network is managed as a single active directory forest with multiple domains.
5.3 The server environment (including domain, e-mail, application, file, print, and CD-ROM servers) now consists almost entirely of Intel-based Dell systems running Microsoft Windows Server 2003.  These servers are generally multiprocessor systems and include fault tolerant capabilities, such as redundant power supplies, redundant fans and hot swappable hard drives in RAID configurations.  Storage Area Networks (SANs) are in use for some servers.  Certain network services, such as Domain Name Services (DNS), web, and database services are generally hosted on Sun servers running Solaris.
5.4 CORENet workstations consist largely of Dell desktops and laptops with docking stations.  The DISA workforce will become increasingly mobile as DISA pursues it’s net-centric and teleworking strategies,  In support of this, notebook PCs are becoming the standard client system, with a present ratio of 45% notebook to 55 % desktop PCs.  Almost all workstations are configured with Microsoft Windows XP SP2 and Office Professional 2003.  Office productivity applications available to all CORENet users are loaded locally on the workstation.  Applications with restricted licensing, such as computer aided drawing or advanced PDF editing applications, may be loaded from the network.  Organization- and mission- specific applications may be accessed from either the client PC or a server.  In order to enhance security, configuration and asset control, CORENet has migrated to a locked-down desktop in which the user does not have desktop administrator privileges.  Removing administrative rights from users requires non-default applications be packaged for unprivileged user installation. 
5.5 Remote Access Services.  DISA users can access CORENet services from remote clients, using ISP-based broadband or dial-up connections, and from non-CORENet networks, using remote TCP/IP connections.  DISA has established a national award-winning telework program, and the CORENet provides robust user remote-access capabilities in support of the teleworking requirement.  Client access includes both remote-control access to full CORENet services, and remote access services (RAS) providing limited CORENet connectivity, to include e-mail, web, and data access.  These access services are hosted on Cisco VPN Concentrators, Cisco access servers and Windows 2003 RAS or Citrix Metaframe servers.   Users access these services via 1-800 or local telephone lines using Microsoft RAS, or over TCP/IP connections using Verizon Broadband Wireless, Cisco IPSEC VPN, and Citrix Independent Computing Architecture (ICA) connections to Metaframe servers.  Currently, all NCR sites and the Indian Head facility are provided remote access services from redundant RAS, VPN and terminal service infrastructure located at the Headquarters and Seven Skyline Place facilities.  Remote sites have similar capabilities located at their facilities. Because of security requirements, remote access directly to networked PCs is not supported.  In addition, only Common Access Card (CAC)/PKI-enabled government client systems are allowed to connect to the CORENet and CORENet services. 
5.6 Wireless Services.
A Blackberry Enterprise Server infrastructure has been deployed on the CORENet to provide remote access to e-mail and Outlook PIM data for users with Blackberry handheld devices.  Blackberry servers located at HQS support all CONUS users, and BES service is also available for users at several OCONUS sites.  Verizon broadband wireless modems providing cellular data connectivity to the CORENet are available for NCR and CONUS users.  Users can establish RAS or VPN connections to the CORENet using this cellular service.  Deployment of Secure Mobile Environment Portable Electronic Device (SME-PED) services is planned to begin later in 2008, dependent upon the activation of the DoD SME-PED Network Operating Center and certification of the user devices.  The CORENet SME-PED server infrastructure located in the NCR will provide services much as do the CORENet Blackberry servers.  Finally, initial efforts are under way to provide 802.11 Wireless LAN (WLAN) services to CORENet users.  At the present, this will consist of configuring CORENet notebooks to allow connection to wireless services outside of CORENet enclaves (such as home and hotel WLAN access points) in support of remote connectivity to the CORENet.   A pilot deployment of this service is underway.  No milestones have been established for establishing WLAN (and enterprise-wide WIDS) capabilities at CORENet facilities.
5.7 Telecommunications Services. 
DISA sites can use the Defense Switched Network (DSN) voice services, which are carried on the DISN/GIG, not on the DISANet itself.  Sites also have an interface with the Public Switched Telephone Network (PSTN).  Cisco Voice over Internet Protocol (VOIP) services have been deployed for NCR CORENet users at Seven Skyline Place and in support of the IP Express Call Center system at Headquarters.  At this time, there are no plans for expanding VoIP services to other DISANet sites in the near future.

6.0 Network Management.
Systems and tools have been put into place providing management services at different levels of the network architecture, to include network management, system management, patch management, asset management, and automated/centralized Help Desk support.  These system management applications and tools are identified in the CORENet Services Appendix.
6.1 The CORENet Control Center (DCC) is operational at the Headquarters facility providing 24x7 monitoring of the CORENet, DISA telecommunications services, and CORENet DISN connectivity.  The DCC monitors the performance of the entire CORENet both for day-to-day troubleshooting as well as long term design changes that may be required to maintain an adequate level of network performance.  The DCC is a fully manned, 24 x 7, state-of-the-art facility that combines technical control of telecommunications and network control disciplines as a prototype model for the DISA next generation network control facility.  The DCC supports the DISN node site coordinator and works closely with the DISN CONUS Control Center at Scott AFB IL, in managing DISA-controlled telecommunications and information transfer services.  The DCC provides alert and notification services for CORENet and other information systems 24x7, help desk call center during normal federal working hours and days and emergency help desk function outside normal federal working hours and days. 
6.2 A network wide Help Desk facility is maintained at the Headquarters facility.  All network problems and user-related problems are called into this facility and logged into Remedy, a Local Control Center Level II compliant problem tracking system, and corrective actions are then initiated.  An automated VoIP call management system, IP Express, has been implemented for the Help Desk.  In addition, RightAnswers’ web-based user self-service application, Knowledgebase, has been deployed on the CORENet intranet, enhancing user access to information on the status of requests for services or trouble tickets, CORENet process and services, and user capabilities for self-remediation of PC and application problems.

7.0 Strategic and Technology Initiatives.
The DISC envisions the deployment of new technologies and services on the CORENet during the period of performance of this contract.  Technologies to be further studied and possibly integrated may include thin clients, blade servers, server virtualization, server clustering, expanded use of SANs, and expanded support of secure remote access.  An initial deployment of services may begin before the contract begins, or research, evaluation, test and deployment actions may take place during the period of performance.
7.1 An additional security domain, the DEVELOPNet, will be established across the CORENet enterprise network to provide support for operational testing and development missions.  This security domain will ride on the CORENet backbone, and use CORENet DISN Node services, but will consist of a separate Active Directory network, and will be logically isolated from the CORENet network through firewalls and network VLANs.  Development users will retain accounts on the CORENet and will access administrative IT services, such as e-mail, from the CORENet, but will not have two separate desktops; CORENet services will be accessed through remote control/access services, such as Citrix Metaframe.  This will be an operational network, and thus will adhere to DOD and FSO security architecture guidelines.  However, in light of its role as a development and test network, users on this network, will be provided enhanced capabilities, such as being given administrative rights on their workstations, being allowed to use non-standard software, etc.  DISC will be responsible for managing the network infrastructure and supporting services, while the DEVELOPNet program manager and system owners will be responsible for managing the test and development systems deployed on this network.  The initial deployment of DEVELOPNet should be under way before the period of performance of this contract, but may not be completed by then.
7.2 CORENet will follow the lead of DoD in the implementation of IPv6 and other DoD initiatives.  The Department of Defense (DoD) had previously established a goal for transitioning to core network Internet Protocol (IP) Version 6 (IPv6) by the end of FY 2008, but the program is now reviewing requirements, strategies, and milestones.
7.3 DOD, OMB, or Executive Office mandates can dictate the rapid creation and deployment of Information Assurance (IA) initiatives.  DISC has identified two major CORENet IA initiatives as beginning within the next two years.  They are:

· Network Access Control, which will require user and device authentication for any system attempting to connect to the network, either through a building network drop or via one of any possible means of remote access; the DISC project to deploy NAC on the unclassified CORENet was discussed in section 4.3.
· Migration from the DOD CAC Smart Card infrastructure to the Federal Agency standard PIV Smart Card infrastructure, which will include the integration of a single smart card technology for both physical facility access and logical network access.
7.4 During the period from 01 October 2010 through 01 Mar 2011, the following sites will be closed and the personnel moved to the new facility at Ft. George C. Meade in Odenton, MD:

· DISA Headquarters

· Columbia Pike

· North Fairfax Drive

· Skyline 4 and 5

· Skyline 7

· Hoffman Bldg.

· Annapolis.
A separate contract is in place for the facility design and engineering, development of the IT network transition plan, and infrastructure re-location, but the CORENet support contractor will be involved with preparation, transition planning, and the actual set up of network services in the new facility after the physical move of the IT assets. 
7.5 Pursuing DISA’s net-centric strategy, the DISC is moving forward to support an increasingly mobile CORENet workforce.  DISC will shortly begin a pilot implementation of the DOD Secure Mobile Environment Portable Electronic Device (SME-PED) service, which will provide remote access to both the unclassified and secret-high CORENet and secure voice services up to the Top Secret level, from a single multi-level operating Windows Mobile handheld device.  The functionality and load capabilities of the remote access infrastructure will be expanded and enhanced within the next three years as required to support some or all of the following requirements:  expanding telework force, geographical expansion of remote access, remote access from multiple client platforms, and Mobile IPv6. 
7.6 Thin Client Technology.  Implementation of a thin client infrastructure will begin on the NCR classified CORENet in 2008.  The infrastructure is based on Sun Microsystems Sun Ray stateless thin client terminals, Sun access servers, and Citrix application delivery platforms. Research and evaluation will be ongoing to determine the viability of implementing a thin client infrastructure on the unclassified CORENet in light of the increasing mobilization of the user base, which at present is fulfilled by the provision of fat-client notebook PCs. 

� Grouped into 3 major geographical regions – 1) National Capital Region (NCR), Continental USA (CONUS), and all others (OCONUS).  One site cannot be listed in this document.
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