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1 Scope
1.1 Identification

<Direction:  Provide the full identification of the Capability Module(s) (CMs), including title(s), abbreviation(s) and version(s) covered by this Service Level Agreement (SLA).>

1.2 Overview

This document specifies the SLA for the CM(s) listed in Section 1.1 provided by the CM Provider in Section 1.3.  The SLA serves as a contract between NECC and the CM Provider to ensure that the required service levels are met.  It also specifies the terms and conditions for meeting those service levels and the consequences of not meeting them.

<Note:  CM Providers may contract with Host Provider(s) to host the CMs at Enterprise and Local GIG Computing Nodes.  For CMs hosted at Defense Enterprise Computing Centers (DECCs), Section 4.3 provides standard exclusion clauses for this SLA.  Whereas the Host Provider performs the daily operation and monitoring of the CM, the CM Provider maintains overall responsibility for fulfilling this SLA.

Also note that Communities of Interest (COIs) can help with defining SLAs by specifying the target metrics required by the COIs to perform mission threads.  In NECC, these metrics are incorporated into the CM specifications as system and performance requirements and they form the basis for the target metrics listed in this SLA.>

1.3 Contact Information
<Direction:  List the contact information for the CM Provider, Host Provider(s), and Tiers 2 and 3 support Subject Matter Experts (SMEs) for the CM(s).>
	name
	role 
	email
	phone

	<Name>
	CM Provider
	<Email>
	<Phone>

	<Name>
	Host Provider
	<Email>
	<Phone>

	<Name>
	Tier 2 support SME
	<Email>
	<Phone>

	<Name>
	Tier 3 support SME
	<Email>
	<Phone>

	
	
	
	


1.4 Effective Period

<Direction:  The end of effective period is typically the same as the end date of the period of performance in the Hosting and Sustainment Work Package(s).  If this SLA is part of a MOA with a Developmental Partner, the effective period should be consistent with that in the MOA.>

Upon approval, this SLA shall become effective until <date>.

1.5 Referenced Documents

<Direction:  List the title, the version/revision, and the date of referenced documents.  If this SLA is part of a MOA with a Developmental Partner, include that MOA in the list.>

Joint Technical Operations Control Capability (JTOCC) Execution Plan, v.0.5, 12 December 2007.

IEEE Standard Dictionary of Measures to Produce Reliable Software, IEEE Std 982.1-1988. [link]

NECC Developer’s Handbook, v.1-4, April 18, 2008 [link (under the folder AWG Products / Developers Handbook / CURRENT)]
2 Target Metrics and Terms of Use
This section summarizes the target SLA metrics for the services under <Capability Module Name(s)>.

<Direction:  For each service defined in the CM specifications, list the target SLA metrics in a table with different columns for different services under the CMs.  Table 1 gives an example. Note that detailed definitions of the metrics, including their scoring formulas, are in Section 3.>
Table 1:  Target SLA Metrics for the Services under <Capability Module Name(s)>
	Metrics
	<Abbreviated CM Name

Service Name> 
	<Abbreviated CM Name

Service Name> 

	Response Time
	<msec | sec>
	500 msec

	Availability
	<%>
	99.9%

	…
	
	


<Note: Response time generally goes up as the number of concurrent users, number of transactions/messages per second, or message size increases.  One may specify a response time target under normal scalability/load condition and another one under peak scalability/load.  An example is given in Table 2.  A general reference to software metrics is in Ref. 0.>
Table 2:  Target SLA Metrics for the Services under <Capability Module Name>
	Metrics
	<Abbreviated CM Name

Service Name> 
	<Abbreviated CM Name

Service Name> 

	Response Time - normal operation (a)
	<msec | sec>
	500 msec

	Response Time - peak operation (b)
	<msec | sec>
	2 sec

	Availability
	<%>
	99.9%

	…
	
	


(a) <State here the scalability/load condition under normal operation.  Example: for a throughput below 1000 request/sec.>
(b) <State here the scalability/load condition under peak operation. Example: for a throughput below 2000 request/sec.>
<Direction: If a CM depends on other CMs and external systems, relevant metrics from the SLAs of those dependent CMs and external systems should be listed in Table 3.  These metrics may be referenced in the exclusion clause in Section 4.3.  Remove Table 3 if it is not applicable.>
Table 3:  Metrics from Dependent CMs and External Systems
	Metrics
	<CM or External System Name> 
	<CM or External System Name> 
	<CM or External System Name>

	Response Time
	<msec | sec>
	60 msec
	40 msec

	Availability
	<%>
	99.98%
	99.99%

	…
	
	
	


<Direction:  If this SLA is part of a MOA with a Developmental Partner, remove the following paragraph and Table 4 since they are not applicable.>

Table 4 lists the Terms of Use for the CM.  The table identifies the minimum hosting requirements and related parameters at a GIG Computing Node (GCN) in order for the CM to fulfill the target metrics during operations.  

<Note:  Table 4 is a subset of the GCN Pre-deployment Checklist; see Appendix D of the Developer’s Handbook in Ref. 0.  Also, all Capability Packages under the CM(s) will be deployed to virtualized server environment based on VMWare ESX Server (see Section 3.1 of Ref. 0).>
Table 4:  Terms of Use for <Capability Module Name>
	Item
	Description

	Host names of Capability Packages (virtual machines)
	· List all the Capability Packages under the CM. 

· Each Capability Package corresponds to a virtual machine.  The virtual machine host names are assigned during configuration of the virtual machines.

	Back-office components/ External services
	· List all back-office system dependencies and their host names.
· List all external service dependencies (e.g. NCES).

	Computing resources required
	· If there are multiple Capability Packages, list the total number of CPUs, amount of memory, hard disk space, IP addresses, and server certificates needed.
· Identify the bandwidth requirement for local and wide area networks.

	VMWare information
	· List the VMWare product used to create the virtual machine image files.

· List VMWare environment required at the GIG Computing Node (GCN), including: ESX Server version, Virtual infrastructure client, Virtual Center version.

	Information for each Capability Package / Back-office Component

	Server certificates
	· Indicate whether a server certificate is needed.

	Ports and protocols
	· Identify port exceptions required.

	Processors
	· Specify the number of CPUs needed.

	Memory
	· Specify the amount of memory needed in GB.

	Hard disk space
	· Specify the amount of disk space needed in GB.

· If multiple disks are used, each should be listed.

	Software 
	· Identify the guest operating system, COTS, GOTS software, and their version / patch level.

· Identify required software licenses.

· Include those to be provided by the site.

	
	


3 Metrics Definitions

This section gives detailed definitions for the metrics appearing in Section 2.  For each metric, it provides a description, the method of measurement and relevant formulas, the reporting requirement, and scoring methodology.  The score is used to determine the incentives and disincentives described in Section 4.1.

<Direction:  CM Providers should include only those metrics cited in Section 2. CM Providers may tailor the metrics definitions according to the needs and specifics of the CMs.  When this happens, CM Providers shall provide a summary of all tailored metrics definitions detailed in the following subsections.  Also, the JPMO will review the draft SLA and recommend adjustment to the metrics definitions and their scoring tables as appropriate to ensure that they provide consistent results across CMs.>

3.1 Response Time

<Direction:  CM Providers may tailor the metrics definition in Table 5 according to the needs and specifics of the CMs.  When this happens, CM Providers should note such tailoring here.>
Table 5:  Response Time
	
	

	Description
	Response Time is the time occupied in the fulfillment of a service request.  Note that Response Time applies to synchronous services.

	Measurement
	Response Time is measured from the time a request message is received by the Enterprise Service Management (ESM) service (provided by Net-Centric Enterprise Service) at the Host Provider to the time that the response message is sent beyond that service.

The frequency of measurement is continuous.

	Reporting
	CM Provider shall provide monthly reports of the monthly average Response Time.  This Response Time is used in comparing to the target Response Time in Section 2.

Note: CM Provider may be requested to provide the daily average Response Times.

	Scoring
	The parameter “percentage relative to target” below is defined as, 

% = 1 − 
Monthly Average Response Time
Target Response Time in Section 2
The scoring table is:

Percentage relative to target

Score

Above 15%

5
Between 10% and 15%
4
Between -10% and 10%
3
Between -15% and -10%

2
Between -20% and -15%
1
Below -20%

-2
(The underscores indicate inclusive range.  Thus a percentage of exactly 10% would result in a score of 3.)

	
	


<Note:  Response time generally goes up as the number of concurrent users, number of transactions per second, or message size increases.  One may specify a response time target under normal scalability/load condition and another response time target under peak scalability/load.  An example is given in Table 2.

For asynchronous services, the delivery time of messages plays the role of response time.  The reporting and scoring of delivery time can be treated similarly.
Also note that if a CM depends on other CMs and external systems, its response time is affected by the response time of those CMs and external systems.  The combined response time is the sum of the individual response times.>

3.2 Availability
<Direction:  CM Providers may tailor the metrics definition in Table 6 according to the needs and specifics of the CMs.  When this happens, CM Providers should note such tailoring here.>
Table 6:  Availability
	
	

	Description
	Availability is the percentage of time when a service can respond to requests.  In other words, it is the probability that a service is up and running.  It is often expressed as a number of nine’s, such as 99.9% (corresponding to a down time of 43.2 minutes over 30 days, or 8.8 hours per year).  Availability is affected by planned hardware/software maintenance, hardware failure of networks and processors, and software failure due to fatal defects.  

	Measurement
	Availability is measured as one minus the percentage of planned and unplanned service down time.  For the monthly reporting below, 

Availability = 1 − 
Monthly downtime in minutes

Total minutes in month

The monthly downtime is obtained from the Enterprise Service Management (ESM) service (provided by Net-Centric Enterprise Service) at the Host Provider.  The frequency of measurement is continuous.

	Reporting
	CM Provider shall provide monthly reports of the monthly average availability and measured downtime.  The monthly average availability is used in comparing to the target availability in Section 2. The measured downtime is used to compute the score described below.

	Scoring
	The score is determined by comparing the measured downtime to the target downtime over a month.  That is, by the following ratio:

Ratio = 
Monthly Measured Downtime
Monthly Target Downtime
where,

Monthly Target Downtime 

= (1 − Target Availability in Section 2) × Total time in month
The scoring table is:

Ratio of Monthly Measured to Target Downtime

Score

Below 1/6

5
Between 1/6 and 1/3

4
Between 1/3 and 3
3
Between 3 and 6
2
Between 6 and 12
1
Above 12

-2
(The underscores indicate inclusive range.  Thus a ratio of exactly 1/3 would result in a score of 3.)

	
	


<Note that for the different ratios in the scoring table in Table 6, the equivalent availability is:

Equivalent Availability = 1 − Ratio × (1 − Target Availability)

For example, for the Target Availability of 99.7%, the Equivalent Availability is 99.1% when the ratio is 3.

Also note that if a CM depends on other CMs and external systems, its availability is affected by the availability of those CMs and external systems.  The combined availability is generally some geometric average of the individual availability.  See Appendix A for detailed formulas.
4 Additional Items

<Direction:  If this SLA is part of a MOA with a Developmental Partner, ensure that the terms in the following subsections are consistent with the MOA.  Specifically, if no funding will be involved between the parties, Section 4.2 should be tailored according to the termination clause in the MOA.>

4.1 Overall Score

The overall score is computed as follows:

1. For each metric listed in Section 2, the CM Provider obtains a score based on the metric’s scoring table in Section 3.  The score is then averaged over the past six (6) months.

2. The overall score is computed by averaging the scores across the metrics and rounded to the nearest integer.

4.2 Incentives and Disincentives

<Direction:  The terms in this section may be tailored as appropriate.  For example, if payment adjustment is not realistic or not enforceable, the following terms may be used instead:  “NECC reserves the right to switch to a new CM provider when the overall score falls below the threshold of -2 over six months.”>

Incentives are awarded when the service performance exceeds the SLA targets.  On the other hand, disincentives are applied for service performance that falls below the SLA targets.  Incentives and disincentives are realized through payment adjustment.  The percentage of payment adjustment (positive means incentives and negative disincentives) is determined from Table 7 based on the overall score defined in Section 4.1.  The payment adjustment will be applied to the first payment of the next assessment period.

<Note:  Table 7 includes zero and negative scores.  They are used in the scoring table in Section 3 to strongly discourage a SLA metric from falling significantly below its target.
Table 7:  Incentives and Disincentives
	Overall Score
	Percentage of payment adjustment 

	5 or above
	+4%

	4
	+2%

	3
	0%

	2
	-2%

	1
	-4%

	0
	-6%

	-1
	-8%

	-2 or below
	-10%

	
	


4.3 Exclusions

The following general exclusions apply to all metrics in this SLA:

Measurement of SLA metrics does not include service outage or degradation caused by an act or omission of a party other than the CM Provider.

Specifically, for CMs hosted at a DECC, CM Providers are not responsible for outage or degradation caused by network/system controlled by DISA Combat Support Directorate (CSD).

<Direction:  If a CM depends on other CMs and external systems, Table 3 should be completed and the following exclusion clause should be included.>

Additionally, noncompliance caused by SLA violation of dependent CMs or external systems (cf. the metrics listed in Table 3 is excluded.

4.4 Dispute Resolution

<Note:  The terms in this section may be tailored as appropriate.>

In the event of a dispute related to this SLA, the CM Provider and its managing CPMO conducts an initial negotiation.  If a problem is confirmed by the Tier 3 or Tier 2 support Subject Matter Experts (see Section 1.3 for names and contact information) and cannot be resolved satisfactorily by both parties, then the dispute is forwarded to the NECC Engineering Review Board (ERB) for adjudication [Ref. 0].

4.5 Periodic Review

<Note:  The terms in this section may be tailored as appropriate.>

This SLA shall be reviewed at a minimum once per fiscal year.  However, in the absence of a review during any fiscal year, the current SLA remains in effect.

4.6 Termination

<Note:  The terms in this section may be tailored as appropriate.>

Intent for terminating this SLA by the CM Provider or the CPMO shall by given in writing at least 30 days prior to the proposed termination date.
Appendix A – Formulas for Combining Metrics
If a CM depends on other CMs and external systems, its SLA metrics are affected by those CMs and external systems.  This appendix gives the formulas for combining metrics across those dependencies.

To facilitate the discussion, we use an example in which CM1 invokes CM2 and CM3 in processing service requests.  The individual metrics are listed below.
	CM/System
	Metrics 

	CM1
	Processing time t1 , Availability A1

	CM2
	Response time t2 , Availability A2

	CM3
	Response time t3 , Availability A3

	
	


The combined response time T for CM1 is the sum of the local processing time and response times from CM2 and CM3.  That is,

T = t1 + t2 + t3.

The combined availability A for CM1 is the geometric average of the contributing availabilities weighted by the relative times spent on the CMs.  That is,

A = A1w1 A2w2 A3w3,

where w1 = t1 / T, etc.  This formula shows that the averaging is weighted the most by the CM with the longest processing or response time.
Appendix B – Acronym List

The acronyms are listed below.

	CCB
	Configuration Control Board

	CM
	Capability Module

	COI
	Communities of Interest

	COTS
	Commercial Off-The-Shelf

	CPMO
	Component Program Management Office

	CPU
	Central Processing Unit

	CSD
	Combat Support Directorate

	DECC
	Defense Enterprise Computer Center

	DIL
	Disconnected, Intermittent, or Limited 

	DISA
	Defense Information Systems Agency

	DoD
	Department of Defense

	ERB
	Engineering Review Board

	FDCE
	Federated Development and Certification Environment

	GCN
	GIG Computing Node

	GIG
	Global Information Grid

	GOTS
	Government Off-The-Shelf

	IAVA
	Information Assurance Vulnerability Alert

	JPMO
	Joint Program Management Office

	JTOCC
	Joint Technical Operations Control Capability 

	MOA
	Memorandum Of Agreement

	NCES
	Net-Centric Enterprise Services

	NECC
	Net-Enabled Command Capability

	SIPRNet
	Secure Internet Protocol Routed Network

	SLA
	Service Level Agreement

	SME
	Subject Matter Expert

	SOA
	Service Oriented Architecture

	WS
	Web Service

	
	

	
	



